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S
toc

hastic
gram

m
ar

s
and

R
N

A

In
a

n
utshell

�

P
rim

ary
sequence

structure
is

described
by

hidden
M

arkov
m

odels

�

H
idden

M
arkov

m
odels

are
stochastic

regular
gram

m
ars

�

C
ontextfree

gram
m

ars
generalize

regular
gram

m
ars

�

S
econdary

sequence
structure

(ofR
N

A
)

is
described

by
stochastic

contextfree
gram

m
ars

P
lan

�

G
ram

m
ars,derivation,parsing,and

the
C

hom
sky

hierarchy

�

R
egular

gram
m

ars
and

finite
state

autom
ata

�

C
ontextfree

gram
m

ars
and

reconstruction
ofderivation

trees

�

S
tochastic

regular
gram

m
ars

�

S
tochastic

contextfree
gram

m
ars;the

C
Y

K
algorithm
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A
gram

m
ar� �

� �
� �
� �
� �
	

�

�
��

�

�
�

�

�
�

N
onterm

inalsym
bols�

�� �
� ,term

inalsym
bols�

�
� �� � ,a

startsym
bol�

,and
rules�

(above).

In
biosequence

analysis,term
inalsym

bols
w

illbe
nucleotides

or
proteins,e.g.�

�
� A� C� G� T� .

R
ules

are
som

etim
es

called
productions.

R
ules

m
ay

be
w

ritten
com

pactly:�

�
��
� �
� �

or
in

B
ackus-N

aur
form

:� �� �� ��� ��� � ���� ��
� ���

D
eriv

ation,
and

the
langua

g
e

g
enerated

b
y

a
gram

m
ar

D
erivation

generates
a

sequence
ofterm

inalsym
bols.

E
xam

ple:�
�
��
�
��
�
��
�
�

W
e

m
ay

w
rite�

���
�

for
derivation

in
zero

or
m

ore
steps.

T
he

language
generated

by
a

gram
m

ar�

is �
� �	 �
� �
� � �
� �
� �
�
�

w
here�

is
the

startsym
bolof�

.

E
xam

ple:�
� �	 �� �� �� � ��� �� �� � ���� ��� !!!�

In
biosequence

analysis,a
‘language’w

illbe
a

setofD
N

A
or

protein
sequences.
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G
ram

m
ar

classes:
the

C
hom

sky
hierarch

y
(ca.

1956)

B
y

restricting
the

possible
form

ofgram
m

ar
rules,w

e
geta

hierarchy
ofincreasingly

pow
erfulgram

m
ar

classes:

G
ram

m
ar

class
A

dm
issible

rules

R
egular

gram
m

ars

"

�
�"

and"

�
�

C
ontextfree

gram
m

ars

"

�
#

C
ontextsensitive

gram
m

ars

�
$ "�
% 
��
$# �
% ,non-contracting

U
nrestricted

gram
m

ars

�
$ "�
% 
�
&

A
bove,�

�#

etc.stand
for

arbitrary
sequences

ofterm
inals

and
nonterm

inals.

N
otes

�

R
egular

gram
m

ars
and

contextfree
gram

m
ars

are
w

idely
used

in
com

puter
science

�

P
rogram

m
ing

languages
are

described
by

the
so-called��

or��

subclasses
ofcontextfree

gram
m

ars

�

O
nly

partofprogram
m

ing
language

syntax
is

described
by

the��

-gram
m

ar
(e.g.type

rules
are

not).

�

U
nrestricted

gram
m

ars
are

also
called

term
rew

rite
system

s

�

C
hom

sky’s
originalgoalw

as
to

describe
naturallanguages.

H
e

(and
everybody

else)
failed.
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R
egular

gram
m

ar
s

and
finite

state
autom

ata

T
he

F
M

R
-1

tripletregion
contains

repeats
ofthe

triplets
C
G
G

and
occasionally

A
G
G

,e.g.

G
C
G
C
T
G

,
G
C
G
C
G
G

C
T
G

,
G
C
G

C
G
G
C
G
G
C
T
G

,
G
C
G
C
G
G
C
G
G
C
T
G

,
...

S
uch

regions
can

be
described

by
the

gram
m

ar

�


�
' "$

"$

�
("%

"%

�

' ")

")

�
("*

"*

�

' "+

"+

�

' ",

",

�
�"*� ("*� ("-

"-

�
�".

".

�

'

T
he

language
generated

by
a

regular
gram

m
ar

m
ay

be
recognized

by
a

finite
state

autom
aton

(and
vice

versa).
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R
egular

gram
m

ar
s

and
regular

expressions

Itis
custom

ary
to

use
regular

expressions
as

a
shorthand

for
regular

gram
m

ars.

E
very

regular
expression

corresponds
to

a
regular

gram
m

ar
and

vice
versa.

T
he

F
M

R
-1

gram
m

ar
can

be
w

ritten
as

the
regular

expression:

' (' (''�� �/ (	 ''	 �
(�'

In
U

N
IX

grep
or

em
acs

notation,thatis:

g
c
g
c
g
g
(
[
a
c
]
g
g
)
*
c
t
g

M
ore

regular
expressions:

P
R

O
S

IT
E

patterns

R
egular

expressions
are

used
to

describe
‘signature’conserved

protein
sequences

and
their

variants.

B
rackets

[
R
K
]

indicate
choice,braces� E

D
R
K
H
P
C
G�

choice
from

the
com

plem
ent,x

m
atches

anything.

(F
igure

9.3)
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E
xpressive

0

po
w

er
in

the
C

hom
sky

hierarch
y

Let�
�# �� �
1 �
	 �

denote
arbitrary

sequences
ofnonterm

inals
and

term
inals.

�

C
ontextsensitive

gram
m

ars
can

describe
copy

languages,
such

as:

� ��
� �
�� �
1 �
	 �
�

C
ontextfree

gram
m

ars
cannot.

�

C
ontextfree

gram
m

ars
can

describe
palindrom

e
languages

(w
here�32

$

is�

reversed),such
as:

� ��42
$� �

�� �
1 �
	 �
�

(C
ontextfree

gram
m

ars
can

describe
proper

parentheticalnesting,as
used

in
program

m
ing

languages).

R
egular

gram
m

ars
cannot.

�

R
egular

gram
m

ars
can

describe
languages

w
ith

uncorrelated
repeats,such

as:

� ��5�
��6
� �
�� �
1 �
	 �
�

B
utthey

cannotencode
the

additionalrequirem
ent7 ��

.
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A 8

conte
xt

free
gram

m
ar

for
palindr

om
es

o
ver� �� �

�

�
���� �� ��� 

D
erivation

ofthe
palindrom

e������

:

�
�
����
������
������
������

C
onte

xt
free

gram
m

ar
s

and
R

N
A

secondar
y

structure

R
N

A
sequences

can
form

‘stem
loops’w

hen
one

partofthe
sequence

m
atches

another
part(�9

:

,(9
'

).

T
hree-base

R
N

A
stem

loops
w

ith
‘head’' ���

or' (��

can
be

described
by:

�


�
�"$ :� ("$'� ' "$ (� :"$ �

"$

�
�"% :� ("%'� ' "% (� :"% �

"%

�
�") :� (")'� ' ") (� :") �

")

�

' ���� ' (��
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D
eriv

ation
trees

and
parsing

T
he

derivation
from

a
contextfree

gram
m

ar
m

ay
be

show
n

as
a

tree.

(T
he

derivation
from

a
regular

gram
m

ar
is

a
degenerate

–
linear

–
tree,notvery

interesting).

P
arsing:

find
a

deriv
ation

tree
for

a
given

sequence
,if

any

G
iven

a
gram

m
ar�

and
a

sequence�

,

�
is

sequence�

derivable
from�

?
�

ifso,w
hatderivation

trees
w

ould
produce

sequence�

?
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G
ram

m
ar

classes
and

‘parsers’
(recogniz

ers)

F
or

each
gram

m
ar

class
there

is
a

characteristic
‘m

achine
type’thatsolves

the
parsing

problem
for

thatclass.

M
ore

expressive
gram

m
ar

classes
require

m
ore

pow
erfulrecognizers

(and
m

ore
tim

e
and

space).

Let7

be
the

length
ofthe

sequence
being

parsed.

G
ram

m
ar

class
R

ecognizer
T

im
e

com
plexity

S
pace

com
plexity

R
egular

gram
m

ars
F

inite
state

autom
ata

Linear
C

onstant

C
ontextfree

gram
m

ars
P

ushdow
n

autom
ata

;� 7 )	

;� 7 )	

C
ontextsensitive

gram
m

ars
Linear

bounded
autom

ata
N

P
-com

plete
P

S
PA

C
E

-com
plete

U
nrestricted

gram
m

ars
Turing

m
achines

U
ndecidable

U
nbounded
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S
toc

hastic
regular

gram
m

ar
s

F
or

each
non-term

inalsym
bol"

,assign
probabilities

to
rules

ofform"

�
�"$

or"

�
�

.

T
hink

of"

as
a

state
and�

as
an

em
itted

sym
bol.

T
he

stochastic
gram

m
ar

em
its

sym
bols

on
state

transitions.

A
hidden

M
arkov

m
odel(H

M
M

)
em

its
sym

bols
w

ithoutstate
transitions,and

em
its

nothing
on

state
transitions.

T
he

tw
o

kinds
ofm

achines
are

interconvertible
(by

introducing
extra

states
and

transitions).

T
hus

alignm
entofa

biosequence�

using
an

H
M

M
is

parsing
ofsequence�

using
a

stochastic
regular

gram
m

ar.
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S
toc

hastic
conte

xt
free

gram
m

ar
s

F
or

each
non-term

inalsym
bol"

,assign
a

distribution
to

the
setofrules"


��

.

S
im

ple
(‘determ

inistic’)
S

tochastic

R
egular

P
R

O
S

IT
E

patterns
P

rim
ary

structure,probabilistically
(H

M
M

)

C
ontextfree

R
N

A
secondary

structure
R

N
A

secondary
structure,probabilistically

C
hom

sky
norm

al
form

A
gram

m
ar

is
on

C
hom

sky
norm

alform
ifallrules

have
form"


�
"$ "%

or"

�
�

.

E
very

contextfree
gram

m
ar

can
be

transform
ed

to
C

hom
sky

norm
alform

.
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F
inding

the
m

ost
probab

le
parse

tree:
the

C
Y

K
algorithm

D
ynam

ic
program

m
ing

(tabulation).
A

nalogous
to

the
V

iterbialgorithm
,w

hich
finds

the
m

ostprobable
alignm

ent.

A
probabilistic

version
ofthe

C
ocke-Younger-K

asam
i(C

Y
K

)
algorithm

for
contextfree

gram
m

ar
parsing

(ca.1968).

Input:
A

stochastic
contextfree

gram
m

ar�

on
C

hom
sky

norm
alform

,and
a

sequence< �<$==>

.

Letthe
gram

m
ar�

have
term

inalsym
bols �

�
� ?
$� !!!� ?@�

and
startsym

bol�
�?
$ .

Let�A� �	

be�

if?A 
�
�

w
ith

probability�

,and
0

otherw
ise.

Let�A� � � B	

be�

if?A 
�?C ?D

w
ith

probability�

,and
0

otherw
ise.

O
utput:

A
table&

such
that&� E�F � G	

is
the

probability
ofthe

m
ostprobable

parse
tree

thatderives<H ==I

from?A .
A

lgorithm
:

P
ut&� E� E� G	 ��A� <H	

forE �
J!!�

andG
�
J!!K

.

F
orE �

J!!� �

J	

andF �
� E/ J	 !!�

andG
�
J!!K

,put

&� E�F � G	 �LM NCO D
I 2$

LM NP QH � &� E� R��	TS&� R
/ J�F � B	TS�A� � � B		

T
he

probability
ofthe

m
ostprobable

derivation
of<

from�

is&� J� �
� J	 .

A
lso,a

tracebackU� E�F � G	
is

builtas
in

the
V

iterbialgorithm
.
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