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Abstract. In this paper we take the position that formal methods and especially
the rather new area of runtime verification must be taken seriously into account in
developing the next generation of Enterprise Resource Planning Systems. First
we illustrate how temporal logic may be used to specify temporal business rules.
Next we present a verification server which can monitor a running ERP system
with respect to satisfaction of the business rules given in the specification. The
algorithm which forms the body of the verification server works by rewriting, for
each event, the timed LTL formula into a residual formula that takes into account
the time and system state at the occurrence of the event. The residual formula will
be the requirement for the timed system in the future, to be further rewritten at
the occurrence of the next event.

1 Motivation

Runtime verification is a branch of verification in which a running program is supervised
by a concurrently running verifier. Figure 1 illustrates the situation comparing a state-
based “polling scheme” with an event-driven timed verifier. Properties are formulated
in a real-time logic called \( LTL_1 \). The logic \( LTL_1 \) is an extension of LTL (Linear Time
Logic) with real time constructs embodied by a freeze quantifier together with atomic
clock constraints making it possible to express real time logical properties of a system
(following [7]). This logic is suitable for expressing timed safety, liveness and fairness
properties. An example of a bounded liveness property for a bank account could be: If
Balance is negative then within 10 days the Balance should be positive or zero. In \( LTL_1 \)
this could be written as follows (assuming the resolution and scale of time is days):

\[
\square (Balance < 0 \Rightarrow \exists t (t \leq x + 10 \land U Balance \geq 0))
\]

In the above expression the variable \( t \) is the global time, or more precisely the time of
the observation trace generated by the system being monitored. In this paper we use
states with discrete time. This corresponds to time stamps with real time at a given
accuracy (for instance, milliseconds). The semantics of the freeze formula \( \exists x \phi \) is that
when evaluated, the value of \( x \) is replaced by the current time.
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Fig. 1. A runtime verifier supervising a timed system. In the figure to the left, state information is computed and transmitted from the timed system at each discrete time point 0, 1, 2, \ldots. The runtime verifier computes a new residual formula \( \phi \) at each step, resulting in one of three situations, indicated by the three-coloured traffic light. “Red” corresponds to the situation where an error has been detected, i.e., the formula has reduced to false. “Green” corresponds to acceptance, i.e., the formula has reduced to true and the verifier can stop. “Yellow” corresponds to the situation where so far no error has been found but the verifier cannot yet stop. In the figure to the right the verifier only computes when an event happens, at the time points \( t_0 < t_1 < \cdots \). An event is either a \textit{state change} in the timed system or a timeout. Timeouts are set by the verifier and computed as what we shall refer to as the \textit{smallest interesting timepoint} as given by the formula \( \phi \). A prototype, called TimeChecker, corresponding to the system at the right handside has been made.

The traditional field of application for formal methods and especially verification is within safety critical and embedded systems for which correctness is of vital importance. Errors are either fatal or they are costly. Therefore a lot of energy has been put into developing tools for checking such systems at design time, that is, prior to execution i.e. SPN [4]. As an alternative, attempts have been made to check a running Java program in Java PathExplorer [1]. Common for these efforts is that what is verified is a \textit{program}, and typically a program taking input from a very restricted set of possibilities. This implies that the program under investigation can be regarded as a closed system, which may be checked alone.

Financial applications and business software (ERP Systems) as well as traditional back end databases are a class of applications that have attracted very little attention from the formal methods community. What needs to be verified in such a system is not the system software itself, but the data the system is managing. These data can be given a semantics which resembles that of timed traces, namely a sequence of states where each state consists of predicates true in this state and then a \textit{time stamp} explaining \textit{when} the state is measured. One reason that this has not gained very much interest from the verification community is that it is typically not of a safety-critical nature and hence correctness is of less importance compared with traffic control or production systems. At the same time ERP Systems differ from the beforementioned in that they can (and should be able to) consume unboundedly many different input data. As such they suffer severely from the well-known "State Explosion Problem" and consequently exhaustive verification is not feasible.

There could be several angles of attack on solving the timed run-time verification problem. One line could be to translate the timed LTL-formula into a timed automaton. The main challenge here is how to deal with the freeze operator. The logical clocks should correspond to clocks of the automaton, however, there is no simple bound of the number
of needed clocks. Consider for instance a punctuality property like

$$\square (p \Rightarrow x. \diamond (q \land t = x + 1000)),$$

epressing that always, when $p$ holds, then after exactly 1000 time units, $q$ should hold. If $p$ change as often as possible then it might change 500 times before the first time $q$ should be verified to be true. All these time points must be remembered indicating that the automaton will need up to at least 500 clocks. It means that it would be impractical to try to compute a full automaton in advance and an on-the-fly construction employing a variation of alternating automaton seems to be a way to find a solution. In [11] this problem is avoided by limiting the expressive power of the timed logic to upper bounds. They avoid having any acceptance condition and there is no blow-up in the number of needed clocks. We work with the full logic.

The approach taken here is that of computing a residual formula, taking into account the states seen so far, and expressing the property to hold for the timed system in the future. This is a bit like computing “weakest pre-conditions” but in a forwards manner: a “strongest post-condition”, as it has been classically done for program verification in the pioneering work of Dijkstra and Hoare.

### 1.1 Verification server

The verification server shown in Figure 2 is a J2EE implementation of the runtime verifier depicted in Figure 1. The server contains the original specifications to be checked as well as the dynamically computed residuals. It has an interface through which it gets information about updates of the ERP system being monitored.

![Fig. 2. The verification server.](image-url)
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