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Abstract

We show how to find a normal form proper equilibrium in behavior strategies of a given
two-player zero-sum extensive form game with imperfect information but perfect recall. Our
algorithm solves a finite sequence of linear programs and runs in polynomial time. For the
case of a perfect information game, we show how to find a normal form proper equilibrium
in linear time by a simple backwards induction procedure.

∗Department of computer science, University of Aarhus, Denmark. Email {bromille,trold}@daimi.au.dk. Re-
search supported by Center for Algorithmic Game Theory, funded by the Carlsberg Foundation.



1 Introduction

It is well known that Nash equilibria of matrix games (i.e., two-player zero-sum games in normal
form) coincide with pairs of minimax and maximin mixed strategies and can be found efficiently
using linear programming. However, in many realistic situations where it is desired to compute
prescriptive strategies for games with hidden information, the game is given in extensive form,
i.e., as a game tree with a partition of the nodes into information sets. Each information set
describes a set of nodes mutually indistinguishable for the player to move. One may analyze
an extensive form game by converting it into normal form and then analyzing the resulting
matrix game. However, the conversion from extensive to normal form incurs an exponential
blowup in the size of the representation. Koller, Megiddo and von Stengel [6] showed how
to use sequence form representation to compactly represent and efficiently compute maximin
behavior strategies for two-player extensive-form zero-sum games with imperfect information
but perfect recall by solving linear programs of size linear in the size of the game trees, and
avoiding the conversion to normal form. The method of Koller, Megiddo and von Stengel has
been used for constructing prescriptive strategies for concrete, often very large games, to be
used in game playing software. In particular, it was applied to solve various variants of two-
player poker [1, 4] containing millions of information sets. The efficient algorithm, based on
the sequence form representation and implemented using state of the art linear programming
software was essential for obtaining solutions for games this large.

Despite its widespread use, the strategies computed by the algorithm suffer from a certain
deficiency, first pointed out by Koller and Pfeffer [8]: While the strategy computed by the
algorithm is a correct maximin strategy and thus guaranteed to attain an expected payoff of
at least the game-theoretic value of the game considered against any counter strategy, it does
not necessarily prescribe sensible play in any particular situation encountered during the game.
Indeed, since the strategy computed is not attempting to achieve a payoff better than the value
of the game, a player playing by the strategy will gladly give back any “gift” he receives from his
opponent. The deficiency may be illustrated even with perfect information games. Consider the
two perfect information games in Figure 1 (payoffs at leaves are paid by Player 2 to Player 1).
The value of the game (a) is 0 and the strategy profile (i.e., a strategy for each player) choosing
the actions indicated form a Nash equilibrium. However, if Player 1 gets to move, he should
surely not perform the action U indicated, as the mistake of Player 2 has enabled him to achieve
a payoff of 1 by choosing action D. Similarly, the value of the game (b) is 0 and the choices
indicated form a Nash equilibrium. However, it does not seem sensible for Player 1 to open the
game by choosing U as indicated. Rather than immediately achieving the payoff of 0, he should
choose D, let Player 2 move and hope that Player 2 will make a mistake and choose L, resulting
in a payoff of 1. When a perfect information game is solved using standard backwards induction
(minimax evaluation), mistakes of type (a) are automatically avoided and it is straightforward
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Figure 1: (a) Not subgame perfect. (b) Not admissible.
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to break ties in the minimax evaluation so as to avoid mistakes of type (b). However, if the
game is solved using the Koller-Megiddo-von Stengel algorithm, the ”bad” equilibria may easily
be given as output, and if the game has imperfect information, straightforward techniques for
avoiding them do not apply.

Fortunately, in game theory, refinements of Nash equilibrium were defined with exactly the
purpose of eliminating “insensible” Nash equilibria of extensive form games. For a comprehen-
sive account, see the monograph of van Damme [17]. Using terminology from this theory, the
equilibrium in (a) is not subgame perfect, since its restriction to the subgame starting with the
position where Player 1 gets to move is not a Nash equilibrium. The equilibrium in (b) is sub-
game perfect, but not admissible, as the strategy it prescribes for Player 1 is weakly dominated
by his other possible strategy. An attractive equilibrium refinement is quasi-perfect equilibrium
which was introduced by van Damme [16]. A quasi-perfect equilibrium is guaranteed to be
admissible as well as sequential, a non-trivial refinement of subgame perfection for imperfect
information games due to Kreps and Wilson [9]. In previous work [13, 14], we showed how to
modify the Koller-Megiddo-von Stengel linear programs so that a quasi-perfect equilibrium is
computed. This eliminates the undesirable behavior in all the examples pointed out by Koller
and Pfeffer.

However, while insisting on a quasi-perfect equilibrium thus eliminates most of the cases
of “returning gifts” in the computed equilibria, there are still games that are not solved in a
satisfactory way. Here, we show an example of an equilibrium of a fairly natural extensive-form
game we call Matching Pennies on Christmas Morning and first presented in [12].

The game is as follows. In the standard Matching Pennies game, Player 2 (Bob) hides a
penny and Player 1 (Alice) has to guess if it is heads or tails up. If she guesses correctly, she gets
the penny. If played on Christmas morning, we add a gift option: After Player 2 has hidden his
penny but before Player 1 guesses, Player 2 may choose to publicly give Player 1 a gift of one
penny, in addition to the one Player 1 will get if she guesses correctly. The extensive form of
this game as well as the pair of maximin/minimax behavioral strategies computed by the game
theory software tool Gambit [11] using the Koller-Megiddo-von Stengel algorithm are given in
Figure 2. We see that if Player 1 does not receive a gift, the strategy computed suggests that
she randomizes her guess and guesses heads with probability 1

2 and tails with probability 1
2 .

This is indeed the strategy we expect to see. On the other hand if Player 1 does receive a
gift, the strategy computed suggests that she guesses heads with probability 1. This does not
seem sensible. Indeed, if she had randomized her guess, as in the “no-gift” scenario, her worst
case conditional expected payoff, conditioned by the observed fact that she received the gift,
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Figure 2: Matching Pennies on Christmas Morning - “bad” equilibrium (labels on arcs are
behavior probabilities)
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would be guaranteed to be at least a penny and a half. With the strategy computed, the worst
case conditional expected payoff is only a penny. This will be the payoff in the case where the
strategy of Player 2 happens to be the pure strategy of hiding the penny tails up and giving the
gift. The “bad” equilibrium is quasi-perfect, and the algorithm of [13] and in fact all previously
described variants of the Koller-Megiddo-von Stengel algorithm may give it as output.

The only standard equilibrium refinement we are aware of that only permits the “sensible”
equilibrium of Matching Pennies on Christmas Morning is the notion of proper equilibrium of
Myerson [15]. An equilibrium in mixed strategies for a bimatrix game is said to be proper if it
is a limit point of a sequence of ε-proper completely mixed strategy profiles for ε → 0+. Here,
a strategy profile is said to be completely mixed if it prescribes strictly positive probability to
every pure strategy. It is said to be ε-proper if the following property is satisfied: If pure strategy
xi is a better reply than pure strategy xj against the mixed strategy the profile prescribes to
the other player, we have p(xj) ≤ εp(xi) where p(xk) is the probability prescribed to pure
strategy xk. An equilibrium in behavior strategies for an extensive form two-player game with
perfect recall is defined to be normal form proper if it is behaviorally equivalent to a proper
equilibrium of the corresponding normal form game. Using fixed point arguments, Myerson
showed the existence of a normal form proper equilibrium for any such game. It is easy to see
that a normal form proper equilibrium is also a Nash equilibrium.

The intention of the definition of proper equilibrium is to capture the behavior of players
that assume that their opponents sometimes make mistakes, but with negligible probability
and in a rational manner: Players assume that their opponents play more costly suboptimal
strategies with significantly smaller probability than less costly suboptimal strategies, but that
any suboptimal strategy is played with infinitesimally small probability. It can be seen that the
unique normal form proper equilibrium of Matching Pennies on Christmas Morning is the one
where Player 1 guesses uniformly at random, also after having received a gift. The intuitive
reason is that even after observing that Player 2 has made a mistake by giving the gift, Player
1 assumes that Player 2 in all other respects behaves rationally. In particular, she assumes that
he will exploit any bias in the guess she makes, and hence she has to avoid any such bias.

Kohlberg and Mertens [5] and van Damme [16, 17] established a number of attractive proper-
ties of normal form proper equilibrium, yielding additional motivation for computing it. First,
any normal form proper equilibrium in behavior plans is also a quasi-perfect equilibrium in
behavior plans [5, 16], so examples where the “sensible” solutions are guaranteed by quasi-
perfection (see [13] for non-trivial such examples) are still solved in a satisfactory way when
a normal form proper equilibrium is computed. Also, for the case of a zero-sum game, van
Damme [17, Theorem 3.5.5] has shown that the set of proper equilibria is a Cartesian product
D ×D′, where D is a polytope of mixed strategies for Player 1 and D′ is a polytope of mixed
strategies for Player 2. This nice fact makes it possible to extend the properness terminology
from strategy profiles to strategies: We define a proper mixed strategy for Player 1 (resp., 2)
to be an element of D (resp., D′) and a proper behavior strategy to be a behavior strategy
behaviorally equivalent to a proper mixed strategy. Note that this is completely analogous to
the case of Nash equilibria which for the case of a zero-sum game is the Cartesian product of
the maximin strategies of Player 1 and the minimax strategies of Player 2, by von Neuman’s
min-max theorem.

The above discussion motivates the computation of proper strategies when prescriptive be-
havior in an extensive form zero-sum game is desired. In the present paper, we show how to
extend the approach of Koller, Megiddo and von Stengel and do such a computation in poly-
nomial time. First, we study the case of imperfect information games with perfect recall and
show that the normal form proper equilibria of such games can be completely characterized by
a procedure involving an iteratively defined sequence of linear programs derived from the linear
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programs for maximin behavior plans in sequence form described by Koller, Megiddo and von
Stengel. Each linear program in the sequence has a number of variables and constraints which
is at most the size of the game tree and the number of programs in the sequence is also at most
the size of the game tree. This establishes our first main theorem:

Theorem 1 A normal form proper equilibrium in behavior plans for a given extensive form
two-player zero-sum game of imperfect information but perfect recall can be found in polynomial
time in the size of the game tree.

The sequence of linear programs we construct is analogous to the sequence of linear programs
arising in Dresher’s procedure [3] established by van Damme [17] as characterizing the proper
equilibria of a matrix game and our proof of correctness is based on similar ideas as van Damme’s
proof of this fact. Thus, our algorithm may be seen as a sequence form version of Dresher’s
procedure. However, the programs we devise are not in general equivalent to the linear programs
arising in Dresher’s procedure for the corresponding normal form game, and indeed, for some
games our sequence of programs is exponentially shorter than the sequence of programs arising
in Dresher’s procedure.

Our main motivation for computing proper equilibria is computing sensible prescriptive
behavior in imperfect information games. But, somewhat surprisingly, it turns out that normal
form proper equilibrium is an interesting solution concept even for the case of perfect information
games. As an example, consider the game given in Figure 3. The value of the game is 0 and
Player 1 is guaranteed to obtain this value no matter what she does. However, if she chooses
action U and her opponent makes a mistake, she will receive a payoff of 1. On the other hand,
if she chooses action D and her opponent makes a mistake, she will receive a payoff of 2. In the
unique normal form proper equilibrium for this game, Player 1 chooses U with probability 2

3 and
D with probability 1

3 . An intuitive justification for this behavior strategy is as follows. Player
1 must imagine being up against a Player 2 that cannot avoid sometimes making mistakes -
otherwise her choice is irrelevant. On the other hand, she should assume that Player 2 is still
a rational player who makes an effort to avoid making mistakes. In particular, she should
assume that Player 2 makes a strategic decision about whether to train to avoid making the
mistake in position h or to train to avoid making the mistake in position h′, prior to playing the
game. Thus, the strategy of Player 1 should not be pure. In particular, if she chooses D with
probability 1 (as is surely tempting), Player 2 may respond by concentrating all his efforts to
avoid making mistakes in h′. Then, Player 1 will not get her “fair share” of payoff from Player
2’s mistakes. This reasoning is somewhat analogous to the heuristic reasoning suggesting why
it is a good idea for expert chess players to randomize which opening to select against other
expert players, despite the fact that chess is a perfect information game. The above discussion
motivates our second main result:

Theorem 2 A normal form proper equilibrium in behavior strategies for a given extensive form
two-player zero-sum game of perfect information can be found in linear time.
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The procedure we exhibit is a backwards induction procedure, refining the standard backwards
induction procedure (minimax evaluation) for computing a subgame perfect equilibrium. As a
curious example, applying the procedure to tic-tac-toe one finds that in any normal form proper
equilibrium of this game, the game is opened by selecting the middle square with probability
1
13 .

1.1 Related research

In his monograph, van Damme established that a procedure due to Dresher [3] characterizes
the proper equilibria of a matrix game. One may apply this procedure to an extensive form
game by first converting the game to normal form (incurring an exponential blowup in the size
of the representation) and then applying the procedure. As described by van Damme (and
Dresher), the procedure uses exponential time as it involves explicitly enumerating the vertices
of a polytope defined by a set of inequalities, so this would yield a doubly exponential time
procedure. In previous work [12], we showed how to relatively easily modify the procedure so
that it becomes polynomial time, yielding a polynomial time procedure for computing a proper
equilibrium of a matrix game and hence a singly exponential time procedure for computing a
normal form proper equilibrium for a two-player zero-sum extensive form game with perfect
recall. The procedure we present in this paper is much more subtle. It subsumes the procedure
presented in [12] in the following sense: If a matrix game is represented as an extensive form
game of depth two with one information set for each player and the procedure of the present
paper is applied to this representation, we get essentially the same sequence of linear programs
as when applying the procedure of [12] to the matrix game.

Computing a proper equilibrium of a bimatrix game remains an elusive problem (whose
solution is a prerequisite for even considering computing a normal form proper equilibrium
for a two-player extensive form non-zero sum game). Yamamoto [19] presents a numerical
procedure for performing such a computation. It involves solving certain differential equations
numerically and it is not clear under which circumstances it can be formally guaranteed to
compute (or converge to) a proper equilibrium. One should note that since proper equilibrium
refines Nash equilibrium, it is PPAD-hard to compute it, even for the bimatrix case, by the
breakthrough result of Chen and Deng [2]. Given this, we find the following problem very
interesting.

Open Problem 1 Is computing a proper equilibrium of a bimatrix game PPAD-easy?

To illustrate that the answer to this is far from obvious, we want to point out that no
“pivoting”-style algorithm a la Lemke-Howson is known for computing a proper equilibrium of
a bimatrix game. In fact, as far as we know, there is no known theorem guaranteeing a proper
equilibrium using rational probabilities only of a given bimatrix game with integer payoffs.
Lacking such a theorem, it is not even clear what “computing” a proper equilibrium means
as one would have to settle for an approximation. But it is not clear to us if the standard
relaxation of Nash equilibrium to ε-equilibrium has a meaningful counterpart for the case of
proper equilibrium.

1.2 Organization of Paper

We present our procedure for imperfect information games in Section 2 and the procedure for
perfect information games in Section 3. Due to lack of space, the proofs of correctness are
in appendices. Appendix A presents the necessary background on extensive form games, the
sequence form, and the result of Koller, Megiddo and von Stengel. Appendix B presents the
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proof of correctness of the procedure for imperfect information games. Appendix C presents
the proof of correctness of the procedure for perfect information games.

2 The procedure for imperfect information games

Let G be a two-player zero-sum extensive form game with perfect recall played between Player
1, trying to maximize payoff and Player 2, trying to minimize payoff. Our construction uses the
sequence form of G and is based on the linear programming characterization of Nash equilibria in
realization plans due to Koller, Megiddo and von Stengel [6]. A summary of this characterization
is given in Appendix A. In particular, G is given by a payoff matrix A, and realization plan
constraint matrices E and F for Player 1 and Player 2 respectively. We define a series of linear
programs where the coefficients of each linear program depend on the solutions of previous
linear programs. We group the linear programs in pairs, denoting a pair as a round, the first
being round 0. In round 0, we first consider the following linear program P (0) which is the linear
program devised by Koller, Megiddo and von Stengel for characterizing the maximin realization
plans for Player 1 and computing the value of the game.

P (0) :
max
x,q

f>q

s.t. −A>x + F>q ≤ 0
Ex = e

x ≥ 0

(1)

The vector variable x is indexed by action sequences of Player 1 and in the optimum solution
describes a maximin realization plan for Player 1. The vector q is indexed by information sets
of Player 2. We let v(0) be the value of the optimal solution. This is the value of the game, by
the result of Koller, Megiddo and von Stengel. Next, we consider the following program Q(0).

Q(0) :
max
x,q,u,s

1>u

s.t. −A>x + F>q + u ≤ 0
Ex − es = 0

f>q − v(0)s = 0
0 ≤ u ≤ 1

x ≥ 0
s ≥ 1

(2)

The vector variable u is indexed by action sequences of Player 2. All optimal solutions to (2)
agree on the value of this u-vector, which always takes the form of a 0/1-vector. The 1-entries in
this 0/1-vector determine those inequalities of P (0) that may have slack in an optimal solution
to P (0). Intuitively, they identify certain action sequences of Player 2 as containing mistakes.
Let m̃(1) be this optimal u. We let M̃ (1) be the set of sequences on which m̃(1) is 1. Let m(1)

be defined by

m(1)
σc =

{
1 if m̃

(1)
σ = 0 ∧ m̃

(1)
σc = 1

0 otherwise
(3)

Intuitively, the 1-entries in this 0/1-vector identify certain actions of Player 2 as being mistakes,
namely the final actions of the sequences on which m(k) is 1. We let M (1) be the set of actions c
for which m(1) is 1 on the sequence ending in c. If m(1) 6= 0, it defines the next round of linear
programs.
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Assuming we have already defined rounds 0, . . . , k − 1, the k’th round looks as follows. We
define the linear program P (k):

P (k) :
max
x,q,t

t

s.t. −A>x + F>q + m(k)t ≤ −
∑

0<i<k

m(i)v(i)

Ex = e

f>q = v(0)

x ≥ 0
t ≥ 0

(4)

The variable t is scalar. We let v(k) be the value of t in an optimal solution of (4). Informally,
v(k) is the maximin slack achievable in the inequalities indexed by M (k) (the min being over the
inequalities). Note that P (0) is special and does not have the same format as P (k) for k ≥ 1.
Still, it is clear that the feasible solutions of P (1) are exactly the optimal solutions of P (0). In
general, we will have that the feasible solutions of P (k+1) are the optimal solutions of P (k).
Next, we consider the following linear program Q(k).

Q(k) :
max
x,q,u,s

1>u

s.t. −A>x + F>q + u +
∑

0<i≤k

m(i)v(i)s ≤ 0

Ex − es = 0
f>q − v(0)s = 0

0 ≤ u ≤ 1
x ≥ 0
s ≥ 1

(5)

As was the case for Q(0), all optimal solutions to (5) agree on the value of the u-vector, which
always takes the form of a 0/1-vector. The 1-entries in this 0/1-vector determine the inequalities
of P (k) that may have slack in an optimal solution to P (k). Let m̃(k+1) be this optimal u. We
let M̃ (k+1) be the set of sequences on which m̃(k+1) is 1. Let m(k+1) be defined by

m(k+1)
σc =

{
1 if m̃

(k+1)
σ = 0 ∧ m̃

(k+1)
σc = 1

0 otherwise
(6)

We let M (k+1) be the set of actions c for which m(k+1) is 1 on the sequence ending in c. We
denote this set as the mistakes of order k + 1 of Player 2. With this terminology, an informal
interpretation of the meaning of variable v(k) is the cost for Player 2 of each mistake of order
k that he includes in his chosen strategy. This interpretation is formalized in Lemma 14 in
Appendix B. The sets M (k) are not necessarily disjoint, i.e., a specific action may be a mistake
of several different orders. It can be seen that the set of orders of a given mistake is an interval
[i, i + 1, . . . , j] but we shall not use this fact. This completes the description of the k’th round.
If m(k+1) 6= 0, it defines the next round of linear programs.

In some round k = K, an optimal solution to (5) has u = 0 and the procedure is terminated.
We argue in Appendix B (Lemma 12) that this happens after at most a number of rounds equal
to the number of actions of Player 2 in the game tree. Let D be the x-parts of the set of optimal
solutions to P (K). This is a set of realization plans for Player 1. Interchanging the role of Player
1 and Player 2 and negating the payoff matrix, we carry out the entire procedure again. Let
D′ be the resulting set of realization plans for Player 2. We can now state the main theorem of
the present section.
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Theorem 3 D ×D′ is the set of normal form proper equilibria of G in realization plans.

Since the number of rounds is at most the number of actions, standard arguments imply that the
number of bits needed to describe the coefficients of the linear programs remains polynomially
bounded throughout the iteration. Thus the theorem implies that we have a polynomial time
algorithm for computing a normal form proper equilibrium in realization plans (and hence
behavior plans) for a given two-player, zero-sum extensive form game of imperfect information
but perfect recall. That is, we have established Theorem 1 of the introduction. However, one
should notice that Theorem 3 allows us not only to compute one normal form proper equilibrium;
it allows us to exhibit a linear program characterizing all of them. Due to lack of space the
proof of Theorem 3 can be found in Appendix B.

To give a better intuition of how the algorithm works, we show the sequence of linear
programs arising when finding the proper strategies for Player 1 in the game Up or Down?
from Figure 3. The matrices defining the sequence form of the game are given below. All
zero-entries are omitted for readability.

A =

λ l r l′ r′ 1
2

λ
U
D

E =
λ U D[
1

−1 1 1

]
0
g

F =

λ l r l′ r′ 1
−1 1 1
−1 1 1

0
h
h′

The first linear program to solve is P (0). Inserting the above matrices in (1), we get the linear
program given below on the left. It describes the set of maximin strategies for Player 1, and
the optimal value of the objective function is the value of the game. In this case, any optimal
solution has qh = qh′ = q0 = 0 while any realization plan is an optimal choice of x. The optimal
value of the objective function is v(0) = 0. This value is used in the construction of Q(0), given
below on the right.

P (0) :
max
x,q

q0

s.t. q0 ≤ qh + qh′

qh ≤ 0
qh ≤ xU

qh′ ≤ 0
qh′ ≤ 2xD

xλ = 1
xU + xD = xλ

xλ, xU , xD ≥ 0

Q(0) :
max
x,q,u,s

uλ + ul + ur + ul′ + ur′

s.t. q0 + uλ ≤ qh + qh′

qh + ul ≤ 0
qh + ur ≤ xU

qh′ + ul′ ≤ 0
qh′ + ur′ ≤ 2xD

xλ = s
xU + xD = xλ

q0 = 0
0 ≤ uλ, ul, ur, ul′ , ur′ ≤ 1

xλ, xU , xD ≥ 0
s ≥ 1

All optimal solutions to Q(0) have u{λ,l,l′} = 0 and u{r,r′} = 1, indicating that r and r′

are the two possible mistakes of order 1 that Player 2 can make. This optimal u defines the
vector m(1) of mistakes, which is used in the construction of P (1), given below on the left. This
program maximizes the minimum slack in the inequalities corresponding to the mistakes found.
In this case, the maximin slack achievable is t = 2

3 , achieved by setting xU = 2
3 and xD = 1

3 .
Intuitively, it is the cost for Player 2 of making either of his two possible mistakes. Inserting
v(1) = 2

3 into (5), we obtain Q(1) given below on the right. All feasible solutions to Q(1) have
u = 0, so there are no mistakes of order 2 for Player 1 to exploit. By Theorem 3, any optimal
x to P (1) is therefore a proper strategy. The only one in this case is xU = 2

3 , xD = 1
3 .
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P (1) :
max
x,q

t

s.t. q0 ≤ qh + qh′

qh ≤ 0
qh + t ≤ xU

qh′ ≤ 0
qh′ + t ≤ 2xD

xλ = 1
xU + xD = xλ

xλ, xU , xD, t ≥ 0
q0 = 0

xλ, xU , xD, t ≥ 0

Q(1) :
max
x,q,u,s

uλ + ul + ur + ul′ + ur′

s.t. q0 + uλ ≤ qh + qh′

qh + ul ≤ 0
qh + ur ≤ xU − 2

3s
qh′ + ul′ ≤ 0
qh′ + ur′ ≤ 2xD − 2

3s
xλ = s

xU + xD = xλ

q0 = 0
0 ≤ uλ, ul, ur, ul′ , ur′ ≤ 1

xλ, xU , xD ≥ 0
s ≥ 1

3 The procedure for perfect information games

Before we present our procedure for perfect information games, we want to address a subtle
point. Our result for imperfect information games characterizes the normal form proper equilib-
ria in realization plans which are equivalent to behavior plans. That is, no meaningful behavior
is described in irrelevant information sets for the plans (See Appendix A for definitions). This
is an inherent property of the notion of normal form proper equilibrium. However, it can be
argued that it is sometimes relevant to prescribe meaningful behavior in irrelevant information
sets. An example is the computation of prescriptive strategies for game playing software; one
could imagine the software being used for advisory purposes with the user having the oppor-
tunity of ignoring the advice. Then, the user might still want meaningful advice after having
ignored a particular piece of advice.

A slightly more restrictive concept than normal form properness that also provides mean-
ingful behavior in irrelevant information sets was suggested by van Damme [16]. He calls an
equilibrium in behavior strategies of an extensive form game induced by a normal form proper
equilibrium if it is a limit of behavior strategies given by a sequence of ε-proper equilibria of the
corresponding normal form. We shall adopt the slightly more convenient terminology induced
normal form proper equilibrium for such an equilibrium. Note that while the induced normal
form proper equilibrium is the limit of the behavior strategies behaviorally equivalent to the
sequence of the ε-proper strategy profiles, the normal form proper equilibrium is the behavior
strategy behaviorally equivalent to the limit of the sequence. It can be seen that the normal
form proper equilibria are simply those equilibria that can be obtained by taking an induced
normal form proper equilibrium and replacing the behavior in irrelevant information sets with
arbitrary behavior. In particular, if we consider equilibria in behavior plans (as in the previous
section) rather than behavior strategies the two notions coincide. But for perfect information
games, we are able to characterize and compute the induced normal form proper equilibria in
behavior strategies, rather than plans. It is an interesting open problem to do this for imperfect
information games.

Let G be a perfect information zero-sum game played between Player 1, trying to maximize
payoff and Player 2, trying to minimize payoff. The game is given by a game tree with payoffs
in leaves and each internal node belonging to either Player 1, Player 2 or Chance. For each
node i in the tree we associate three number vi ≤ vi ≤ vi. The number vi is the usual minimax
value of the node and may be computed by standard backwards induction. The values vi and
vi can be informally seen as pessimistic and optimistic estimates of the expected outcome of
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the game from the point of Player 1, taking the possibility of mistakes being made by either
player into account.

For a leaf with payoff p we let vi = vi = vi = p. For an internal node i, we denote the set
of immediate successors of i by S(i) and define vi, vi inductively as follows.

If i is a node belonging to Player 1, we let Vi = (∪j∈S(i){vj , vj}) \ {vi}, i.e., the set of all
values and all pessimistic estimates of all immediate successors of i, except the value of i itself.
Then we let

vi =

{
max(Vi) if Vi 6= ∅,
vi otherwise.

(7)

Also, for a node i belonging to Player 1, we let Ii = {j ∈ S(i)|vj = vi ∧ vj > vj} and let

vi = vi +

{
1P

j∈Ii
(vj−vj)−1 if Ii 6= ∅,

0 otherwise.
(8)

Similarly, if i is a node belonging to Player 2, we let Vi = (∪j∈S(i){vj , vj}) \ {vi}, and let

vi =

{
min(Vi) if Vi 6= ∅,
vi otherwise.

(9)

Also, for node i belonging to Player 2, we let Ii = {j ∈ S(i)|vj = vi ∧ vj < vj} and let

vi = vi −

{
1P

j∈Ii
(vj−vj)

−1 if Ii 6= ∅,

0 otherwise.
(10)

If i is a node belonging to Chance and j ∈ S(i) is chosen by Chance with probability αj , we let
Ri = {j ∈ S(i)|vj < vj} and R′

i = {j ∈ S(i)|vj > vj} and let

vi = vi − min
j∈Ri

αj(vj − vj) (11)

vi = vi + min
j∈R′

i

αj(vj − vj) (12)

Our characterization of induced proper equilibria is then the following:

Theorem 4 A behavior strategy profile ρ for G is an induced normal form proper equilibrium
of G if and only if the following three conditions all hold:

1. For all nodes i and immediate successors j, ρ assigns non-zero behavior probability to j
only if vi = vj.

2. For all nodes i belonging to Player 1 for which Ii 6= ∅, ρ assigns behavior probability
exactly (vj−vj)

−1P
j∈Ii

(vj−vj)−1 to each j ∈ Ii.

3. For all nodes i belonging to Player 2 for which Ii 6= ∅, ρ assigns behavior probability
exactly

(vj−vj)
−1P

j∈Ii
(vj−vj)

−1 to each j ∈ Ii.

Note that the first condition is exactly the condition of being a subgame perfect equilibrium,
while the other conditions further restrict the behavior probabilities of choices made in nodes
i for which Ii 6= ∅, to uniquely defined values. The theorem immediately implies Theorem 2 of
the introduction. Due to lack of space, the proof can be found in Appendix C.
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Appendix A

In this appendix, we describe the main concepts of extensive-form games that are used in this
paper, and in particular in the proofs of Appendix B and Appendix C. For more details on
extensive form games in general, see any textbook on game theory and for more details on
sequence form representation, see von Stengel [18] and Koller, Megiddo and von Stengel [7].

A two-player, extensive-form game zero-sum game G with imperfect information but perfect
recall is given by a finite tree with payoffs at the leaves, information sets partitioning nodes of
the tree and nodes of chance being allowed. Actions of a player are denoted by labels on edges
of the tree. Perfect recall means that all nodes in an information set belonging to a player share
the sequence of actions and information sets of that player that are visited on the path from the
root to the nodes. For convenience, we assume that actions taken in different information sets
have different names. In particular, from the name of an action, we can deduce its information
set. Also, by perfect recall, from the name c of an action, we can deduce the sequence of actions
σ taken before c by the same player. We shall use the following notation in these appendices.

Definition 5 Given an information set h, we let Ch be the set of actions that may be taken in
this information set. Given a sequence of actions σ of a player (starting with his first action in
the play), we let Sσ be the set of information sets in which the player may be required to take
an action immediately following σ.

Note that Sσ is empty if the player is guaranteed not to be required to take any further actions
following σ.

A pure strategy s for a player is a set of designated actions, containing exactly one action of
each information set belonging to him. A mixed strategy for a player is a probability distribution
over pure strategies. Since there are exponentially many pure strategies as a function of the
number of information sets, it is usually not feasible to explicitly represent mixed strategies.
A more compact notion is the notion of a behavior strategy. A behavior strategy is simply
an assignment of probabilities to actions, and therefore an object of size comparable to the
description of the game itself. Kuhn [10] showed that for games of perfect recall, for any mixed
strategy p, there is a behavior strategy π that is behaviorally equivalent. That is, a player playing
by p will generate exactly the same distribution of plays against any opponent as a player playing
by π. Thus, we can compactly represent mixed strategies by behavior strategies. An even more
compact notion is the notion of a behavior plan. This is an assignment of probabilities to
actions of those information sets that may be reached with non-zero probability if the plan is
played against some strategy of the opponent. These information sets are called relevant for
the plan. No meaningful behavior is assigned to information sets that are guaranteed not to be
reached if the plan is played, no matter what the opponent does. These information sets are
called irrelevant for the plan. Behavior strategies and behavior plans are clearly behaviorally
equivalent.

An important insight of von Stengel [18] and Koller, Megiddo and von Stengel is that be-
havior plans for games of perfect recall are for computational purposes often better represented
in sequence form, which we describe next. Given a behavior strategy for one of the players, the
realization weight of a sequence σ of actions made by that player is the product of behavior prob-
abilities of the actions in the sequence. A realization plan for a player is a vector of realization
weights indexed by his possible sequences of actions. Note that a behavior probability is the
ratio between two realization weights. If this ratio is 0/0, the realization weights do not define a
behavior probability. Still, the map between behavior plans and realization plans is a bijection,
so given a realization plan, we may talk about the corresponding behavior plan and vice versa.
Note that a pure strategy corresponds to a realization plan that is a 0/1-vector. For a game G
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of perfect recall, the statement that a vector is a valid realization plan can be expressed by a
non-negativity constraint and a system of linear equations indexed by information sets. We let

Ex = e, x ≥ 0 (13)

denote the constraints expressing that x is a valid realization plan for Player 1 and we let

Fy = f, y ≥ 0 (14)

be the constraints expressing that y is a valid realization plan for Player 2. Here, E and F are
matrices containing entries from {−1, 0, 1}. The rows of E (F ) are indexed by information sets
of Player 1 (Player 2) and the vector e (f) is the vector with a 1 in the entry indexed by the
information set in the root of the game and is 0 elsewhere. Here, for convenience, we assume
that the root of the game is a singleton information set belonging to both players.

The key to the computational usefulness of sequence form is the following fact: If Player 1
plays by realization plan x and Player 2 plays by realization plan y, then the expected payoff for
Player 1 is given by a bilinear form x>Ay, where A is easily computed from the description of
the game. Koller, Megiddo and von Stengel used this to show that the set of maximin realization
plans for Player 1 is given by the x-parts of optimal solutions to the following linear program.

max
x,q

f>q

s.t. −A>x + F>q ≤ 0
Ex = e

x ≥ 0

(15)

The value of the objective function in an optimal solution is the value of the game. Note
that f>q is simply q0 where 0 is the information set at the root. The inequalities in the system
−A>x + F>q ≤ 0 are indexed by action sequences of Player 2. For understanding how the
program works, it is very useful to know the following interpretation of the variable qh: Player 2
can guarantee that the contribution to the expected payoff from plays where he finds himself in
information set h is at most qh. This gives the inequalities of −A>x + F>q ≤ 0 a very natural
interpretation. Consider an action c. There is a unique information set h in which c is taken
and a unique sequence σ taken before c. Then, the inequality associated with the sequence σc
may be rearranged to the following.

qh ≤ (A>x)σc +
∑

h′∈Sσc

qh′ . (16)

Here, the contribution from the first term is from those cases where the game ends before
Player 2 is required to take another action after c. The contribution from the remaining terms
are from those cases where he finds himself required to take further action. Given the above
interpretation of qh, the inequality is very natural. It states that Player 2 is no worse off than
he would be if he had to commit himself to the action c. From the fact that all inequalities of
(15) have the form of (16) we get the following fact, central for the reasoning in Appendix B.

Fact 6 Given a fixed choice of x in (15), an optimum feasible choice of q can be computed
inductively as follows:

qh = min
c∈Ch

(A>x)σc +
∑

h′∈Sσc

qh′

 . (17)

14



Appendix B

In this appendix, we prove Theorem 3. The main idea is similar to the proof of van Damme’s
characterization of the proper equilibria of a matrix game [17, Theorem 3.5.5]. We prove that
a proper strategy will be an optimal solution to all the linear programs P (k) (Lemma 16 below)
and we prove that any two optimal solutions to the final program P (K) are payoff-equivalent
(follows from Lemma 14 below). Theorem 3 then follows easily from these two facts. But first,
we have to prove a series of lemmas partially characterizing the structure of feasible and optimal
solutions to our linear programs and the structure of the sets M̃ (k) and M (k). The proof of the
first lemma (stated for convenience) is obvious.

Lemma 7 The optimal solutions to P (k) are the feasible solutions to the following set of equa-
tions and inequalities, R(k):

−A>x + F>q ≤ −
∑

0<i≤k

m(i)v(i)

Ex = e

f>q = v(0)

x ≥ 0

(18)

The following lemma explains the purpose of Q(k): It identifies the sequences whose cor-
responding inequality may be satisfied with slack (i.e., as a strict inequality) in an optimal
solution to P (k) (i.e., a feasible solution to R(k)).

Lemma 8 The vector m̃(k) is indeed a {0, 1} vector, so M̃ (k) is well-defined. A sequence σ is
in M̃ (k) iff there is a feasible solution to R(k−1) with slack in the inequality indexed by σ in the
system −A>x + F>q ≤ −

∑
0<i<k

m(i)v(i). Furthermore, there is a single solution with slack in all

the inequalities indexed by M̃ (k).

Proof The linear program Q(k) used to identify m̃(k) is a straightforward application of a
general technique for identifying slack in systems of linear inequalities. Given a set of linear
inequalities with a non-empty solution set

A>x ≤ b
x ≥ 0,

(19)

we need to prove that the following linear program identifies the inequalities of (19) where slack
is achievable:

max
x,s,u

1>u

s.t. A>x −bs + u ≤ 0
0 ≤ u ≤ 1

s ≥ 1
x ≥ 0

(20)

Since the set defined by (19) is convex, there is a solution that has slack in all the inequalities
where slack is achievable: We may simply take a convex combinations of the solutions achieving
slack in each particular inequality. Given such a solution x to (19), we construct a solution
(x∗, s∗, u∗) to (20) with objective value equal to the number of inequalities with slack: Let δ be
the smallest strictly positive slack in (19) for the given x. Then let s∗ = max{1, 1/δ}, x∗ = xs∗

and u be the {0, 1}-vector indicating the inequalities with slack in (19). This is a scaling of
(19), such that even the smallest positive slack is now at least 1. Since u is only 1 where there
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was already a slack, the solution (x∗, s∗, u∗) is feasible, and clearly has objective value equal to
the number of inequalities with slack in (19). It is also easy to see that if a given 0/1 vector u∗

is achievable in an optimal solution, the vector x∗ of that solution is a scaling of a solution to
(19) with slack in the corresponding inequalities. ♠

Lemma 9 The (x, q)-parts of the feasible solutions to P (k+1) are exactly the (x, q)-parts of the
optimal solutions to P (k).

Proof The statement follows directly from Lemma 7 and Lemma 8. ♠

Lemma 10 For any action sequence σ ∈ M̃ (k) with the extension σc being also a legal action
sequence, we have σc ∈ M̃ (k).

Proof Recall that the inequalities −A>x + F>q ≤ −
∑

0<i<k

m(i)v(i) of R(k−1) are indexed by

Player 2’s action sequences. That σ ∈ M̃ (k) means that m̃σ = 1 and, by Lemma 8, that it is
possible to achieve slack in the inequality indexed by σ in −A>x + F>q ≤ −

∑
0<i<k

m(i)v(i) by a

feasible solution to R(k−1). This inequality is the inequality

qh ≤ (A>x)σ +
∑

h′∈Sσ

qh′ −
∑
j<k

m(j)
σ v(j) (21)

where h is the information set where the last action of σ is chosen. That is, we have a feasible
solution (x̄, q̄) to R(k−1) with

q̄h = (A>x)σ +
∑

h′∈Sσ

q̄h′ − t−
∑
j<k

m(j)
σ v(j) (22)

for some t > 0. We need to show that we can find a feasible solution with slack in the inequality

qh̄ ≤ (A>x)σc +
∑

h′∈Sσc

qh′ −
∑
j<k

m(j)
σc v(j) (23)

where h̄ is the information set where the action c may be chosen. Note that h̄ ∈ Sσ. We may
obtain such a feasible solution simply subtracting t from the value of qh̄ in the current feasible
solution while leaving the value of all other variables unchanged. The new solution is still
feasible (as h̄ is not in Sτ for any τ 6= σ, by perfect recall) and the slack has been transferred
from inequality (21) to inequality (23). ♠

Lemma 11 For fixed k and on any path from the root to a leaf in the game tree, at most one
action of Player 2 is a member of M (k).

Proof An action c taken after σ is in M (k) if and only if σc is in M̃ (k) but σ is not. By lemma
10, if a given sequence is in M̃ (k), all extensions of that sequence is also in M̃ (k). Thus, if c is
in M (k), no action taken after c is in M (k). ♠

Lemma 12 For any k, M̃ (k+1) is a proper subset of M̃ (k).
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Proof By lemma 8, M̃ (k+1) is the set of indices of the inequalities of R(k) that may be satisfied
with slack by some feasible solution, while M̃ (k) is the corresponding set of indices of R(k−1).
Since R(k) is obtained from R(k−1) by adding a negative-valued term to the right hand sides of
some of the inequalities, we have that M̃ (k+1) ⊆ M̃ (k).

To see that the inclusion is strict, assume to the contrary that M̃ (k+1) = M̃ (k). Then all
inequalities that can be satisfied with slack in R(k−1) can also be satisfied with slack in R(k).
But observe that by construction of the program P (k) and Lemma 8, the value v(k) is the largest
possible minimum slack by a feasible solution to the inequalities of R(k−1), in those inequalities
indexed by M (k). If M̃ (k) = M̃ (k+1), we also have M (k) = M (k+1) and if all inequalities indexed
by M (k) are also indexed by M (k+1), a larger minimum slack than v(k) were in fact possible in
solutions to R(k−1); a contradiction. ♠

Note that Lemma 12 implies that the procedure terminates after at most r rounds, where r is
the total number of actions of Player 2.

The following lemma is a central observation. It captures the fact that the variables qh have
exactly the same semantics in P (k) as in the original Koller-Megiddo-von Stengel program (see
Appendix A). It also implies that when given the x-part of an optimal solution to P (k) only,
the q and t-part can be computed in linear time in the size of the game tree by the obvious
“backwards induction”.

Lemma 13 There are optimal solutions to P (k) with q = q̄ of the following form:

q̄h = min
c∈Ch

(A>x
)

σc
+
∑

h′∈Sσc

q̄h′

 (24)

Proof Note that a priori, it is neither obvious that the stated q̄ is feasible, nor that it is
optimal. We shall establish by induction in k that it is feasible as well as optimal.

Fix optimal x. For k = 0, the stated q̄ is feasible and optimal by Fact 6 in the discussion
of the Koller-Megiddo-von Stengel program (Appendix A). Now assume k ≥ 1 and assume that
the stated q̄ is feasible and optimal for P (k−1). By Lemma 9, it is feasible for P (k), so we only
need to show that it is also optimal.

For this, let t̄ be the minimum slack in the inequalities indexed by M (k) in the solution
defined by q̄, so we have that the optimal value of the objective function for our choice of q̄ is t̄.
Let σc be the sequence indexing the inequality of R(k−1) obtaining this minimum slack t̄ in the
solution (x, q̄, t̄). Let h be the information set in which the choice c is taken. That is, we have

q̄h = (A>x)σc +
∑

h′∈Sσc

q̄h′ − t̄−
∑
j<k

m(j)
σc v(j). (25)

With σ = c1c2 . . . cl, we have by Lemma 11 that ci 6∈ M (k) for i = 1, .., l. This means that for
those information sets hi of Player 2 where the actions ci are chosen, there is no slack in the
inequalities

qhi
≤ (A>x)c1c2...ci +

∑
h′∈Sc1c2...ci

qh′ −
∑
j<k

m(j)
c1c2...ci

v(j) (26)

of the system R(k−1). That is, we in fact have

q̄hi
= (A>x)c1c2...ci +

∑
h′∈Sc1c2...ci

q̄h′ −
∑
j<k

m(j)
c1c2...ci

v(j) (27)
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for all i. Now assume some other feasible (q∗, t∗) has t∗ > t̄. We can assume without loss of
generality that t∗ is the minimum slack in the inequalities indexed by M (k). Since t∗ > t̄ we
must have that

q∗h < (A>x)σc +
∑

h′∈Sσc

q∗h′ − t̄−
∑
j<k

m(j)
σc v(j) (28)

Note that q̄ has, by construction, the largest possible feasible value of q at every entry (it is
defined as the minimum of a set of values, and there are constraints in R(k) stating that it must
be less than or equal to all of them). Thus, we in fact have that

q∗h < (A>x)σc +
∑

h′∈Sσc

q̄h′ − t̄−
∑
j<k

m(j)
σc v(j) = q̄h. (29)

This means that q∗h < q̄h. Now, by the fact that (27) holds for all i and the fact that q∗ must
satisfy the inequalities (26) of R(k−1) for all i, we have by induction that q∗hi

< q̄hi
for all

i. In particular, we have q∗h0
< q̄h0 . However, h0 is the root information set of Player 2, so

q∗h0
= f>q∗ = v(0) and q̄h0 = f>q̄ = v(0), a contradiction. ♠
Lemma 13 allows for some very convenient terminology. When we below talk about some

x being an optimal solution to P (k), we assume without loss of generality that q is being set
as specified by Lemma 13 and t set in the obvious optimal way as the minimum slack in the
inequalities indexed by M (k).

Lemma 14 Let x be an optimal solution to P (k). Let s be a pure strategy of Player 2 and let
y be the corresponding realization plan. For j ≤ k, let d(j) be the number of actions prescribed
by s that are also in M (j). Then,

x>Ay ≥ v(0) +
k∑

j=1

d(j)v(j). (30)

If s has the property that it does not prescribe any actions from M (k+1), we have in fact that

x>Ay = v(0) +
k∑

j=1

d(j)v(j). (31)

Proof By Lemma 7, x is a feasible solution to R(k). In particular, x satisfies the inequalities
−A>x + F>q ≤ −

∑k
i=1 v(i)m(i). Taking inner product of y and −A>x + F>q, we get

y>(−A>x + F>q) ≤ y>

(
−

k∑
i=1

v(i)m(i)

)
(32)

Removing the parenthesis and transposing:

−x>Ay + q>Fy ≤ −
k∑

i=1

v(i)m(i)>y (33)

Rearranging:

x>Ay ≥ q>Fy +
k∑

i=1

v(i)m(i)>y (34)

= q>f +
k∑

i=1

v(i)d(i) (35)

= v(0) +
k∑

i=1

v(i)d(i) (36)
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Also, by Lemma 8, the inequalities of −A>x + F>q ≤ −
∑k

i=1 v(i)m(i) are in fact equalities,
except on those inequalities indexed by an element of M̃ (k+1). Now assuming further than s
does not use an action of M (k+1), then yσ = 0 for σ ∈ M̃ (k+1). This turns all inequalities in the
above derivation into equalities. ♠

Lemma 15 Let k ≥ 1. If x̄ is a feasible but not optimal solution to P (k), then there is some
pure strategy s of Player 2 prescribing some action of M (k), so that x̄>Ay <

∑k
i=0 v(i), where

y is the realization plan corresponding to s.

Proof Since x̄ is a feasible solution to P (k), by Lemma 9, it is an optimal solution to P (k−1).
Furthermore, we may assume that it is an optimal solution to P (k−1) using the generic q̄ of
Lemma 13. Since we assume that x̄ is not an optimal solution to P (k), some inequality of R(k)

is violated. That is, we can find a sequence σ̄c̄ where the choice c̄ is taken in an information set
h̄ so that

(−A>x̄ + F>q̄)σ̄c̄ > (−
k∑

i=1

v(i)m(i))σ̄c̄. (37)

Let ∆ = (−A>x̄ + F>q)σ̄c̄ − (−
∑k

i=1 v(i)m(i))σ̄c̄. Let s be the pure strategy that contains the
sequence σ̄c̄, i.e., chooses all actions in σ̄c̄ in the information sets where this sequence is played,
and in every other information set h chooses the action

argminc∈Ch

(A>x̄
)

σc
+
∑

h′∈Sσc

q̄h′

 (38)

Note that s is a strategy that contains exactly one action from each of the sets M (j), j ≤ k.
Let y be the realization plan corresponding to this strategy. For the realization plan x, we have
that (−A>x̄ + F>q̄)σ̄c̄ = ∆ + (−

∑k
i=1 v(i)m(i))σ̄c̄ and (−A>x̄ + F>q̄)σ = (−

∑k
i=1 v(i)m(i))σ on

all other sequences σ where yσ is 1. A similar calculation as in the proof of Lemma 14 now
yields x̄>Ay = v(0) +

∑k
i=1 v(i) −∆. ♠

Lemma 16 Let (x̄, ȳ) be a normal form proper equilibrium of G in realization plans. Then, for
all k, x̄ is an optimal solution to P (k).

Proof Assume not. By the definition of proper equilibrium, there is a family pε of ε-proper
fully mixed strategy profiles converging as ε → 0 to a mixed strategy profile p to which (x̄, ȳ) is
behaviorally equivalent. By van Damme [17, Lemma 2.3.2], for all sufficiently small ε, x̄ is a best
response to the realization plan yε of Player 2 given by pε. We shall arrive at a contradiction
by exhibiting a better response to yε than x.

If x̄ is not an optimal solution to P (k), we can let j be the smallest j so that x̄ is not an
optimal solution to P (j) but x̄ is an optimal solution to P (i) for all i < j. A proper equilibrium
is also a Nash equilibrium, so j ≥ 1. By Lemma 15, we can find a pure realization plan y of
Player 2 so that x̄>Ay <

∑j
i=0 v(i). Now, let x∗ be an optimal solution to P (j). We shall argue

that x∗ is a better response to yε than x̄ is, and we shall be done.
To see that x∗ is a better response to yε than x̄ is, we divide the pure strategies of Player 2

into three categories.

(a) Those pure strategies s not using an action in M (j). By Lemma 14, x̄ and x∗ has the
same payoff against all of these.
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(b) Those pure strategies s that uses an action in M (j) and with the property that x̄>Ay <∑j
i=0 v(i), where y is the realization plan corresponding to s. We already identified one

such s; there may be others.

(c) Those pure strategies s using an action in M (j) and with the property that x̄>Ay ≥∑j
i=0 v(i), where y is the realization plan corresponding to s.

The expected payoff of x∗ (resp., x̄) against yε is the weighted sum of the payoff of x∗ (resp.,
x̄) against each s, weighted by pε(s). Strategies of type (a) makes the same contribution to the
payoff of x∗ as to the payoff of x̄. Strategies of type (b) puts x∗ ahead of x̄. Strategies of type
(c) may go either way, but by the definition of an ε-proper strategy profile, we have for any s
of type (c) and any s′ of type (b) and sufficiently small ε that pε(s) ≤ εpε(s′). Since there is
at least one strategy of type (b), for sufficiently small ε, the contributions from all strategies of
type (c) to the two weighted sums are negligible, compared to the contribution from strategies
of type (b). Therefore, x∗ is a better response to yε than x̄ is, and we have a contradiction. ♠

We are now ready to show the final lemma of this appendix that immediately implies Theorem
3.

Lemma 17 Let K be the last round in our sequence of pairs of linear programs, i.e., the
optimal solution to Q(K) has u = 0. Then the proper strategies of Player 1 in realization plan
representation are exactly the x-parts of the optimal solutions to P (K).

Proof Lemma 16 implies that realization plans corresponding to all proper strategies of Player
1 can be found among the optimal solutions to P (K) where K is the index of the last round.
Also, Myerson’s existence proof implies that at least one such proper equilibrium exists. Lemma
14 implies that for any two optimal solutions x̄ and x∗ to P (K) and any realization plan y of
Player 2, we have x̄>Ay = x∗>Ay, since no actions are mistakes of order K + 1, round K
being the last round. We thus merely have to show the intuitively obvious fact that if x̄ is
the realization plan corresponding to a proper strategy and x∗ is payoff-equivalent to x̄ in this
strong way, then x∗ is also the realization plan corresponding to a proper strategy. For this,
we may argue as van Damme [17, Page 61]: If pε is a sequence of ε-proper strategy profiles
converging to a mixed strategy behaviorally equivalent to x̄, we define

p′ε = εpε + (1− ε)q (39)

where q is a mixed strategy behaviorally equivalent to x∗. Then, is is easy to see that for
sufficiently small ε, p′ε is a sequence of ε-proper strategy profiles converging to q and hence x∗

is a proper strategy in realization plan representation. ♠
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Appendix C

In this appendix we prove Theorem 4. As matrix games play a more explicit role in this proof
than in the rest of the paper, we introduce some explicit notation for them. A matrix game is
a map G : SG

1 ×SG
2 → <, where SG

1 is the set of pure strategies for Player 1 trying to maximize
payoff, SG

2 is the set of pure strategies for Player 2 trying to minimize payoff and G(i, j) is the
payoff if Player 1 plays i and Player 2 plays j. The map G is extended to mixed strategies in
the natural way, i.e., G(p1, p2) is the expected payoff if Player 1 plays mixed strategy p1 and
Player 2 plays mixed strategy p2. For matrix games, the set of Nash equilibria is a Cartesian
product MG

1 ×MG
2 where M1 is the set of maximin mixed strategies for Player 1 while M2 is

the set of minimax mixed strategies for Player 2. The value vG of the game is the expected
payoff for Player 1 if any equilibrium strategy is played, i.e., vG = G(p1, p2) for all p1 ∈ MG

1

and all p2 ∈ MG
2 .

Given a matrix game G, the essential strategies EG
i ⊆ SG

i are those strategies played with
positive probability in some strategy in MG

i while the superfluous strategies FG
i = SG

i − EG
i

are those strategies played with probability 0 in all strategies in MG
i . Given a matrix game

G for which FG
2 6= ∅, we shall consider a derived game G defined as follows: Player 1 chooses

a (possibly mixed) maximin strategy for Player 1 in G and Player 2 simultaneously chooses a
pure strategy from the superfluous strategies FG

2 of G. The payoff is the expected payoff if the
two strategies are played against each other in G. Since the set of strategies for Player 1 is
convex and the payoff function is a linear function in his strategy, Player 1 has a pure maximin
strategy in G which is by definition a mixed strategy in G. The set of maximin strategies MG

1

for Player 1 in G can therefore be regarded as a subset of MG
1 . Completely analogously, given a

matrix game G for which FG
1 6= ∅, we shall consider a derived game G defined as follows: Player

2 chooses a (possibly mixed) minimax strategy for Player 2 in G and Player 1 simultaneously
chooses a pure strategy from the superfluous strategies FG

1 of G. The payoff is the expected
payoff if the two strategies are played against each other in G. The set of minimax strategies
M

G
2 for Player 2 in G can be regarded as a subset of MG

2 . We now state two theorems, both
proved by van Damme:

Theorem 18 [17, Theorem 3.5.5] The set of proper equilibria of a matrix game G is a Cartesian
product DG

1 ×DG
2 . Furthermore, if FG

1 6= ∅, we have that DG
1 ⊆ MG

1 and if FG
1 = ∅, we have

that DG
1 = MG

1 . Analogously, if FG
2 6= ∅, we have that DG

2 ⊆ M
G
2 and if FG

2 = ∅, we have that
DG

2 = MG
2 .

Theorem 19 [16, Theorem 1] Let G be a finite two-player extensive form game with perfect
recall. Let π be an induced normal form proper equilibrium of G Let G′ be a subgame of G. Let
π′ be the behavior strategy profile π restricted to G′. Then π′ is an induced normal form proper
equilibrium of G′.

Actually, the statement of van Damme’s Theorem 1 is somewhat weaker, but his proof imme-
diately yields the above. Note that the statement is far from obvious. In particular, it is false
for Nash equilibria and it is also false for (non-induced) normal form proper equilibria whose
behavior in irrelevant subgames can be arbitrary.

Using the above theorems, we now prove Theorem 4 by structural induction in the tree
representing the perfect information game. Our induction hypothesis consists of three parts
(note that when we talk about G

′ and G′ in the statement of the induction hypothesis, we
identify G′ with its corresponding normal form game):

1. For any subgame G′, if G
′ exists, its value is vG′ , where vG′ is the optimistic value for the

corresponding node in the tree. Otherwise, vG′ = vG′ .
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2. For any subgame G′, if G′ exists, its value is vG′ , where vG′ is the pessimistic value for
the corresponding node in the tree. Otherwise, vG′ = vG′ .

3. The conditions described in Theorem 4 are necessary for being an induced normal form
proper equilibrium of the game.

After establishing the validity of the statements by induction, we separately prove that the
conditions of Theorem 4 are also sufficient for being an induced normal form proper equilibrium.

The statements of the induction hypothesis are true for the trivial subgames of the leaves so
we only need to describe the induction step. That is, we are given a game G with r immediate
successors G1, . . . , Gr to the root defining subgames. We assume that the induction hypothesis
holds true for the subgames G1, G2, . . . , Gr and establish that it holds for G. The first and
second statement of the induction hypothesis implies that the optimistic and pessimistic values
vG′ and vG′ are as as desired for all subgames G′ of G except possibly the game G itself. Also,
given an induced normal form proper equilibrium for G, Theorem 19 implies that the induced
equilibria on all subgames are also induced normal form proper. Then, the third statement of
the induction hypothesis implies that the conditions of Theorem 4 are necessary for all nodes
except possibly the root. This means that to reestablish the induction hypothesis, we just need
to relate vG to the value of G, relate vG to the value of G, and establish that the behavior in the
root note must be as stated in Theorem 4 in any induced normal form proper equilibrium. Also,
note that the first condition of Theorem 4 is the property of being a subgame perfect equilibrium.
As an induced normal form proper equilibrium is also subgame perfect (by Theorem 19), we
only need to show the other two conditions as being necessary when doing the induction.

The induction step is a case analysis by the type (Player 1, Player 2, or Chance) of the root
node of the game. For i = 1, . . . , r, let vi, vi, vi be the value, optimistic value and pessimistic
value of the subgame Gr.

First assume that the root belongs to Chance. In this case, there is no behavior in the root
node, so we only have to reestablish the first and second bullet of the induction hypothesis.
We establish the second bullet; establishing the first is a completely symmetric argument. To
identify G, we determine the superfluous strategies of Player 2. These are exactly the union
of superfluous strategies in each of the subgames Gi (assuming, without loss of generality, that
the chance node chooses each subgame Gi with strictly positive probability αi). If there are no
such strategies, we have by induction that vi = vi for all vi. Note that in this case we have
immediately reestablished the second bullet of the induction hypothesis: G does not exists and
vG = vG. Otherwise, we have to compute the value of G. To play minimax in G, Player 2 must
choose in which subgame Gj to play a superfluous strategy and then play a minimax strategy
for Gj in that game and a minimax strategy for Gi in any other subgame Gi. The resulting
payoff to Player 1 in equilibrium is αjvj +

∑
i6=j αjvj . Picking j so as to minimize the loss of

Player 2, we obtain that the value of G is vG + minj,vj>vj αj(vj − vj), reestablishing the second
bullet of the induction hypothesis.

Next, suppose that the root of the game belongs to Player 1. It is easy to see that the set
of Nash equilibria of G are those strategy profiles where Player 1 chooses a subgame Gi for
which vGi = vG according to some arbitrary probability distribution on these subgames and an
equilibrium in Gi is then played. This means that the set of superfluous strategies of Player 1 is
exactly the union of superfluous strategies in those subgames Gi with vi = v with all strategies
in subgames Gi for which vi < v. Also, the superfluous strategies of Player 2 are those strategies
(y1, y2, . . . , yr) where at least one yi is superfluous in Gi.

If there are no such superfluous strategies for Player 1, we have by induction that

VG = (∪r
j=1{vj , vj}) \ {vi} = ∅.
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In this case vG is defined to be vG, reestablishing the first bullet of the induction hypothesis.
If there are superfluous strategies for Player 1, the game G is the game where Player 1 must
choose a superfluous strategy and Player 2 can choose any mixed minimax strategy. It is easy
to see that when playing minimax in G, Player 1 attains the value max(VG) either by playing
a maximin mixed strategy of Gi where vi < v or by playing a maximin mixed strategy of Gi in
a subgame where superfluous strategies exists. That is, we have shown that the value of G is
max(VG) = vG, as desired.

If there are no superfluous strategies for Player 2 in G, we have by induction that IG =
{j ∈ {1, . . . , r}|vj = vi ∧ vj > vj} = ∅. In this case vG is defined to be vG, reestablishing
the second bullet of the induction hypothesis. If there are superfluous strategies for Player 2,
IG 6= ∅. Assume for convenience that IG = {1, . . . , r′} for some r′ ≤ r. The game G is the
game where Player 1 can choose any mixed maximin strategy of G and Player 2 must choose a
superfluous strategy. It is easy to see that to play maximin in G, Player 1 must choose to play
one of the subgames Gi with i ∈ {1, . . . , r′} and then play a maximin strategy of Gi. Also, to
play minimax, Player 2 must choose in which subgame Gj to choose a superfluous strategy and
then select a minimax mixed strategy of Gj in that subgame and a minimax mixed strategy
of Gi in any other subgame i. These observations imply that to solve G, we can conveniently
replace play of a subgame with immediately achieving the value of that subgame. That is, we
can solve G by solving the following matrix game.

v1 v2 v3 · · · vr′

v1 v2 v3 · · · vr′

v1 v2 v3 · · · vr′

...
...

...
. . .

...
v1 v2 v3 · · · vr′


where we in fact have that v1 = v2 = · · · = vr′ = vG. This game has value vG + 1P

j∈IG
(vj−vj)−1 ,

and we have reestablished the second bullet of the induction hypothesis. Also, we find that in
the optimal solution to the above matrix game, Player 1 must choose row j with probability

(vj−vj)
−1P

j∈IG
(vj−vj)−1 . Applying Theorem 18, this is also the behavior probability by which Player 1

must choose the subgame Gj in any normal form proper equilibrium (and hence in any induced
normal form proper equilibrium), thus establishing the third bullet of the induction hypothesis.

Finally, the case of the root belonging to Player 2 is completely symmetric to the case of
the root belonging to Player 1 and is dealt with in a similar way.

Having established by induction that the conditions of Theorem 4 are necessary for being
an induced normal form proper equilibrium, we now need to prove that they are also sufficient.
We know that at least one induced proper equilibrium π∗ in behavior strategies exists and
we just established that it satisfies the conditions of the theorem. So consider two different
behavior strategy profiles π∗, π̄ both satisfying the conditions. The crucial observation is that
the conditions imply that any two such profiles are payoff equivalent at any subgame. That is,
if the strategy of one of the players is replaced by the same alternative strategy in both π∗ and
π̄ and the game is started in any subgame, the resulting expected payoff is the same in the two
profiles. Now, a “hybrid” argument similar to the one used in the proof of Lemma 17 implies
that if π∗ is an induced normal form proper equilibrium, then so is π̄. This completes the proof
of Theorem 4.
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