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ABSTRACT
Computational Thinking (CT) is a highly contentious subject with many diverging meanings and definitions. This study presents a preliminary literature review of 71 peer-reviewed articles on CT. The papers indicate the existence of five main aspects that have historically been used in association with its definition: Algorithm, Abstraction, Modelling, Simulation, and Implementation. Based on this preliminary literature study, semi-structured interviews with eight CT scholars are conducted, in order to evaluate these aspects and to identify qualitatively different perspectives on CT, which integrate the mentioned aspects in different ways. From the interviews, three different perspectives emerged, focusing on: Reasoning, Simplification, and Automation. Furthermore, the goal of having computationally educated citizens is extrapolated from the interviews, indicating an additional perspective (+1) titled Empowerment, which appears as embedded within all the previous three perspectives. This paper proposes to put these three (+1) perspectives in dialogue, in an effort to support researchers and practitioners working with CT across different fields.

1 INTRODUCTION
In recent years, Computational Thinking (CT) has drawn increasing attention, not only in Computer Science education but also across other disciplines and academic fields [80]. It has been used all around the globe to advocate computational knowledge for everyone and defined as a crucial competence to be developed across all educational levels [6, 85]. However, the definition of CT is still heavily debated and controversial.

First, it is still not yet clear how to separate CT from programming [10, 94] and whether a stronger focus should be given to a 'computational' part or to a 'thinking' part. On one hand, discipline-based approaches [61] emphasise the need to spread domain-specific knowledge from Computer Science that is considered useful for other fields [20]. On the other hand, psychology-based approaches [61] emphasise the cognitive aspects related to CT, such as problem-solving [38, 41] and cognitive information processing [58, 95]. The focus on cognitive theory is predominant in literature, probably due to the fact that the first wave of research on CT started in the 1980s when computers were less prolific [50].

Second, CT has been strongly related to teaching and learning. [61] gather these approaches in a category that they define as ‘education-oriented.’ These perspectives especially emphasise the abilities and skills acquired in relation to CT. In this view, CT-related constructs and tools are implemented to promote so-called CT skills [4, 37, 66, 71], considered among the necessary “twenty-first century skills” [60, 90]. A great amount of literature has been published with focus on practitioners’ experiences about teaching CT [1, 22, 48], on how to conceive CT as part of a school subject [12, 13, 65, 83], on the effectiveness of some specific activities on the development of CT skills among students [16, 85, 90], and on the kinds of devices that should be used to learn CT [3, 19, 36]. Some studies offer a proposal about how to operationalise CT facets in educational activities that foster the development of different skills [71]. However, even among education-oriented approaches, there are great theoretical differences, which are often not explicit.

In some cases, CT has been considered as a synonym of ‘CT education’ tout court [5, 56]. In others, CT can be presented as intertwined with information and media literacy [23, 44] or associated with critical thinking [57]. Moreover, as there is still no consensus about which CT skills should be taught at school, there are several challenges regarding both positioning CT in the formal curriculum [76, 83] and assessing CT skills [8, 78], with consequences on teachers’ preparation and self-efficacy [79].

From this brief introduction, it is evident that different theoretical perspectives on CT are directing actions towards different, but equally important, practices in learning and teaching. On these grounds, [50] suggest considering these perspectives in dialogue, rather than in opposition. The authors define three theoretical framings of CT - cognitive, situated, and critical - and propose that Computer Science researchers make room for multiple and interdisciplinary perspectives.

Drawing on these insights, this paper starts from the premise that some definitions of CT found in literature are not mutually exclusive, but rather co-constitutive and overlapping. However, despite the great body of literature that has been published on the topic in the last two decades, few studies have undertaken an analysis of common aspects that drive each theoretical perspective and related definition.

This study has the objective to address this gap in literature, by analysing common aspects and theoretical perspectives used in literature to define CT.

2 METHODOLOGY
This study is guided by the following research questions:
• RQ1: What common aspects are used in literature to define CT?
• RQ2: How do these aspects contribute to different perspectives on CT?

The research used an exploratory qualitative approach [33], in two steps. First, a preliminary literature review was conducted, investigating 71 articles on CT, and providing a historical and contemporary understanding on the concept and its main aspects. Education-oriented articles were excluded from the selection, as the focus of the study was not providing information for practitioners, but rather explore the theoretical groundings of CT. No limitations regarding the publication date were taken into account.

To triangulate the results, and further explore the topic, the preliminary study was used as the offset for the second iteration, in which qualitative semi-structured interviews were undertaken with scholars involved in CT studies. The interviewees were tasked to both validate and criticise the aspects identified during the preliminary literature review. Interviews were transcribed, coded, and triangulated with the results from the first iteration. This brought the amount of aspects down from 8 to 5. The qualitative codes assigned to the interviews were combined into different perspectives, which are composed by aspects that are considered of relevance by the interviewed scholars [77].

Figure 1 provides a visual summary of the iterations and overall research design:
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**Figure 1: Two iterations (proceeding upwards) 71 (S)ource papers, eight initial (A)pects, eight (I)nterviews, which validated five of the initial (A)pects and formed three (+1) (P)erspectives.**

### 2.1 Iteration 1: Preliminary literature Review

The goal of the preliminary literature review was to gather aspects that are related to a definition of CT. The gathering of articles were done in three steps. Firstly, database searches were conducted with the following keywords: "CT AND (definition OR concept OR theory)". Then, the references of identified literature reviews were investigated (e.g. [15, 87]). Lastly, the set of collected studies was compared to public lists of CT research papers. The body of studies was filtered to not include education-oriented, as well as practice- and implementation-related studies, since these mostly function as studies testing certain theories. We do recognise that such a selection criteria may exclude some theoretical contributions.

However, in most cases, these studies address specific sets of skills and educational contexts, without providing a clear definition of CT. Additionally, as the intention was to focus on the integration of different aspects that define CT, articles which only examined the depth of one single aspect of CT (e.g. Activities of Abstraction), were not investigated.

After an initial review of the collected data, lines were coded if they centralised any specific component or idea in their description of CT. Afterwards, lines were compared across articles. If two lines utilised the same term, or described the same idea, they were merged. The ideas which were central to more than single articles, became the initial eight aspects. The analysis refers to the method in the Grounded Theory [42], where coding starts from open categories and leads to a systematic relation or integration between the emerging categories.

### 2.2 Iteration 2: Semi-Structured Interviews

To evaluate the aspects that emerged from the preliminary literature review, a semi-structured interview was constructed. The aim of this second iteration was to explore which aspects would be mentioned by the scholars as relevant for a conceptual definition of CT, or perspective, as we called it. Specifically, the interview aimed to identify (1) the interviewee’s definition of CT, based on some of the identified aspects; (2) any objections to other definitions; and (3) what the interviewee believes is the intent of CT. Beyond the semi-structured interview, the interviewees were also introduced to the initial eight aspects. They were then tasked to evaluate these, which do they find relevant, which could be discarded, and which were lacking. Consequently, three of the initial aspects were discarded. An example of this, was the pragmatic aspect, which closely resembled the implementation aspect.

The interviewees were eight prominent scholars within CT. They were selected based on their publications concerning CT, as well as involvement in related (CT) research centres. Four of these researchers were, at the time of the interview (2020), employed at Danish universities:

<table>
<thead>
<tr>
<th>CT Researcher</th>
<th>Affiliation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andrea DiSessa</td>
<td>University of California, Berkeley</td>
</tr>
<tr>
<td>Dor Abrahamson</td>
<td>University of California, Berkeley</td>
</tr>
<tr>
<td>Jeannette Wing</td>
<td>Avansians Director of the Data Science Institute, Columbia University</td>
</tr>
<tr>
<td>Matti Tedre</td>
<td>University of Eastern Finland</td>
</tr>
<tr>
<td>Michael E. Caspersen</td>
<td>Director, It-vest (3 collaborating universities)</td>
</tr>
<tr>
<td>Morten Misfeldt</td>
<td>Head of Center for Digital Education, University of Copenhagen</td>
</tr>
<tr>
<td>Nina Bonderup Dohn</td>
<td>Head of Center for Learning Computational Thinking, University of Southern Denmark</td>
</tr>
<tr>
<td>Tom Nyvang</td>
<td>Co-Head of Center for Computational Thinking, Aalborg University</td>
</tr>
</tbody>
</table>

**Table 1: Overview of interviewed researchers.**

The interview (both the semi-structured interview and the follow up exercise) was subsequently transcribed following [86] and coded in two rounds. Firstly, the transcripts were coded using *data-driven*
were all native or fluent in English. For the purposes of this paper, the idea of studying algorithms, remained central. In 2011, Aho described the ability to formulate problems in an algorithmic manner as CT [2].

3 ASPECTS OF COMPUTATIONAL THINKING

Data analysis from the preliminary literature review underlines the presence of five main aspects related to different definitions of CT: Algorithm, Abstraction, Modelling, Simulation, and Implementation. A visualisation of these aspects and how they have appeared to relate to the physical computer, is given in Figure 2. It is here important to notice that this visualisation is a rough approximation of the trends found during Iteration 1. In what follows, we will provide a brief historical overview of the appearance in literature of each aspect.

<table>
<thead>
<tr>
<th>Algorithmic</th>
<th>Abstraction</th>
<th>Modelling</th>
<th>Simulation</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>General dependency towards the electronic computer</td>
<td>High</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Aspects and their general appearing dependency towards the physical computer.

3.1 The Algorithm Aspect

This aspect emerged in the 1960s with researchers such as Snow and Perls, who argued for the need to introduce new language forms and communication descriptions, in education, to improve algorithmic knowledge [15, 43, 53]. During the 1970s, definitions began to describe what algorithms, and the associated thinking, was [54]. This introduced the need of being able to transform something into an appropriate (algorithmic) representation, as described by Dijkstra [29]. Simultaneously, other researchers began to describe the benefits of ‘algorithmic thinking’. Knuth put many of the other aspects investigated, inside of algorithmic thinking, introducing algorithmic thinking as a superset of the others [54]. During the 1990s and early 2000s the idea of studying algorithms, remained central. In 2011, Aho described the ability to formulate problems in an algorithmic manner as CT [2].

3.2 The Abstraction Aspect

Abstraction is often referred to as a central concept of Computer Science [91]. The term is very common in computer science literature around 1965 and 1990. In the 1960s, researchers were arguing for abstractions as fundamental to the benefits of Computer Science [39]. Soon after, for the next 15 years, researchers began describing abstractions as common concepts to be navigating, dealing with, and developing—when working within Computer Science [29]. Researchers continued to stress the opportunities, and importance, of abstractions [55]. Additionally, researchers—through out the years—suggested a close relation between this aspect, the model, and automation [93]. And while researchers of today continue to underline this aspect of CT, they also stress a need to understand the implications, and consequences, of abstraction.

3.3 The Modelling Aspect

Model is "a simplified description, especially a mathematical one, of a system or process, to assist calculations and predictions [70]. The development of a model is known as modelling. In this aspect we are including both terms, model and modelling, as they often appear in literature as synonyms. Since the 1950s, researchers such as Fein and Perls began arguing for the importance of models that are used to design and develop computer systems [35, 53]. Knuth (1985) described the important ability of “representing reality,” which today is understood as part of modelling [55]. Papert (1980) continued discussing the properties of the physical computer, focusing on its ability to give us a grounded reference [72]. When Wing (2006) provided her definition of CT, she described a computer/model, which can be both an electronic computer and a human being [92].

This view on models goes against arguments of prior researchers, such as Knuth describing the physical computer as central in exploring the richness of the discipline [54]. Later, researchers also presented an interesting hierarchy between the model, and the algorithm—arguing for representations (models) being the essence, and algorithms being secondary [26]. Aho summarised this aspect by mentioning how models are central to CT and computing in general [2].

3.4 The Simulation Aspect

When simulation emerged as a scientifically-valid tool, definitions did not explicitly a major interest in the concept of CT as part of more sciences [24]. However, the literature shows the widespread use of computational simulations in other disciplinary fields after 1960. Even mathematicians found tools to aid them in theorem proving [32]. This was when interest in subdividing teaching of different Computer Science aspects within other disciplinary areas, was acknowledged, albeit for various other reasons; e.g. economy [47]. In the 1960s, Nygaard & Dahl set out to create a generic “simulation system,” but ended up inventing the object-oriented programming paradigm wherein classes and objects represent (simulate) concepts and phenomena from reality. “[Simula 67] is [...] intended mainly as a general purpose programming language, but with simulation capabilities” [21]. Document analysis shows that a new growth in interest occurred after 1980, which is when computational science became viable. After the 1990s, the interest appears to decline. This may relate to the fact that sciences had developed independent computational branches - and the separate notion of computational science, was no longer needed. This evolution was truly recognised by the year 2000, when computational literacy was introduced, arguing for CT being able to become a literacy, not only being...
part of other sciences, but intertwined within all of society [25, 30]. Simulations became even more beneficial, with the new found proliferation of machine learning [93].

3.5 The Implementation Aspect

This aspect has its roots in Engineering. "Engineers work to apply scientific principles in order to build structures and machines" [28]. Despite their differences in purpose and procedures, Computer Science and Engineering share the process of designing "intended applications" [73]. They both use mathematics and technology to find the best solution to a problem, and implement it [96]. It is worth mentioning that the concept of 'software engineering' is not introduced until 1968, during a NATO meeting in which experts described the current period as a 'software crisis' [64]. In 1967, researchers discussed to whom the computer belonged, describing it as belonging to both science and engineering [69]. Hamming even argued that computing was more related to engineering, than mathematics, which was opposing the predominant argument at the time [47]. When Wing discussed CT in 2006, she—and the frameworks which followed her definition [18]—drew parallels to both mathematics and engineering [92]. However, compared to Hamming, her focus lies on the interaction with the real world, rather than 'balancing of conflicting aims' [47].

4 PERSPECTIVES ON COMPUTATIONAL THINKING

The analysis of the existing definitions of CT helped us identify key aspects that appear in these definitions. While these aspects remain to be central elements of CT, it becomes clear through both Iteration 1 and 2 that these do not themselves constitute viewpoints on CT. Rather, they are a means (to and end) and act building blocks for such viewpoints. Consequently, we will now switch our attention from aspects to perspectives. Perspectives can be seen as reconstructed definitions built from certain subsets of aspects. They are viewpoints which gather and present opinions of different intents and suggestions of what CT aims to do, and how.

Iteration 2 addressed RQ2 by organising these results through a qualitative analysis. Semi-structured interviews with scholars supported such an organisation. The results indicate the existence of (at least) three different perspectives on CT, with an additional perspective (+1) that appears to be embedded in the previous ones. These perspectives are defined by a central aim of CT, emerging from the interviews: **Reasoning, Simplification, Automation, and Empowerment**. In Figure 3, they are visualised in a spectrum that represents their General dependency towards the electronic computer, whose ends are defined as Low and High dependency. The **Reasoning** and **Automation** perspective are, respectively, positioned at either extreme of the spectrum. **Simplification**, which is a perspective in its own right, is located in the middle, but is also utilised by and within the former two perspectives. This organisational structure will be motivated and explained in the following along with the combination, relevance, and integration of aspects within each perspective. Furthermore, Table 2 provides an overview of which articles express the different perspectives.

### Table 2: Overview of which articles express the different perspectives (or their aspects).

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reasoning</strong>:</td>
<td>[2, 6, 7, 11, 13, 25, 26, 29, 34, 35, 39, 40, 43, 45, 53–55, 59, 61, 62, 67, 71, 72, 74, 81, 82, 87, 92, 93]</td>
</tr>
<tr>
<td><strong>Simplification</strong>:</td>
<td>[2, 6, 15, 21, 24–26, 29, 30, 32, 35, 39, 43, 47, 53–55, 72, 84, 87, 92, 93]</td>
</tr>
<tr>
<td><strong>Automation</strong>:</td>
<td>[2, 11, 15, 17, 18, 21, 24–26, 29, 30, 32, 34, 35, 39, 43, 45, 47, 53–55, 63, 69, 72, 74, 89, 92, 93]</td>
</tr>
</tbody>
</table>

### 4.1 The Reasoning Perspective

**Algorithm Abstraction Modelling**

Information technology and Computer Science is ubiquitous. Once trained, its effects and applications become both comprehensible and understandable. We learn to utilise such reasoning, to understand and solve preexisting problems in new and different ways. Some may go as far, as comparing it to the discovery of gravity. Even today, this idea is a fundamental part of reasoning about our world and its physical properties - helping us understand when the apple will hit the ground, and how faraway galaxies are orbiting each other. Exactly this construction of new formalizations, and their use in different domains, is central to this perspective, which concerns itself with, applying concepts of Computer Science as a way of processing information and solving general problems.

Proponents of this perspective concern themselves with formalising and synthesizing processes and concepts that enable novel approaches to solving problems, but also understanding problems. Abstraction is at the core of these processes, based on Algorithm—and algorithmic thinking—and Modelling, or “models of computation” [2]. Knuth (1985) noticed that this kind of reasoning differed from mathematics, as it included—besides abstraction—a reduction to simpler problems and information structures, i.e.
decomposition [55]. Tedre and Denning (2016) refer to this understanding of CT as a sort of “mental zoom lens” and underline that such a view was already present in Dijkstra’s work in 1974 [87]. Aho (2011) defined such a thought process as one made by “computational steps” [2]. Once constructs are formalised, we can work with them by reducing similar problems to these formal descriptions, abstracting away the details which are insignificant to the construct. We can then apply any computer to interpret these constructs according to our formalisation. This last step is what Wing (2008) describes as “mechanizing our abstractions and their relationships,” so that a computer will interpret the abstractions [93]. In the interviews, these aspects are mentioned with a focus on how CT reflects the way that a computer scientist thinks, that is, utilising specific cognitive procedures to solve problems:

People in computing, or whoever works in any way with programming, I think they are computational thinkers, by their profession. So, everybody who looks into the world through a computational lens, in one way or another is somehow a computational thinker.

- Matti Tedre, Int.

CT is thinking like a computer scientist, and thus, what are the ways, in which computer scientists are trained to solve problems? And then you go through this list that you have, which is basically ways a computer scientist attacks problems. [...] We have a lot to offer to the world. The ways in which we think can help everyone. Regardless of whether you are a Computer Science major, or not, and regardless of what your profession is.

- Jeannette Wing, Int.

A few interviewees have also underlined how this way of understanding CT is related to language: a focus that appears in literature since the 1960s [40, 53, 72]. The languages applicable for constructing such formalisations are prolific and range from “wordy” descriptions and graphical representations (such as data structures or UML diagrams) to domain-specific languages to full-blown general-purpose programming languages. Central to all of them, is their ability to allow us to formalise a given process, approach, or problem. According to the following quotes from the interviews, the computer and its feature of programming languages is central to this process, as follows:

CT is about how you train the mind, and we should ask ourselves, what should people be doing to train their minds better. Should they be studying Latin? Or maybe they should be studying Logo.

- Dor Abrahamson, Int.

 [...] it is related to general cognitive skills, which have been trained in mathematics courses, but which can also be trained in many other different problem spaces.

- Morten Misfeldt, Int.

However, exactly this idea strongly enforces a dependency towards general-purpose programming languages, and thereby, indirectly, on the computer, as part of training your mind. Other scholars argue that the computer is rather an intermediary obstacle which heightens the barrier to entry:

If you want humanists to think about problem-solving in this way, then it can be a really good idea to introduce a set of problems which can be solved analoguely, so that the computer-part doesn’t get in the way.

- Nina Bonderup Dohn, Int.

And exactly this low dependency towards the physical computer is most common within this perspective. But no matter which stance one agrees with, they both argue that CT is a way to apply Computer Science’s ways of reasoning in a more general context. Once applied in this way, it is one specific way of looking at, and solving, problems:

In the same way, we can say that in economics we use mathematics. Is that then economics or mathematics? Well, it is the mathematical language. You also use Danish and English when writing articles. And writing an article isn’t only writing; it’s also a realisation process. You know that yourself, when you have written something; if you are really thorough with writing and structuring your thoughts, what you express, then it’s also a realisation process. So the computational is also a language.

- Michael E. Caspersen, Int.

4.2 The Simplification Perspective

Complexity is a barrier to entry for working with many concepts in different domains. However, CT allows us to create objects which simplify our understanding of concepts which are otherwise difficult to comprehend. Objects such as these could be mas, which simplify an otherwise incomprehensible amount of data, highlighting the parts relevant to us, such as drawing paths feasible for a hiking trip in an otherwise steep and uncertain environment. This is done mainly through abstractions and representations, defined by models, which in turn allow us - with the computer - to simulate certain paths and how they will affect our hike. And exactly this simplification is central to this perspective, which is concerned with reducing the complexity of a problem so that it becomes more approachable.

Simplified descriptions of objects have increasing relevance to practice, and this is why Simplification is both related to Reasoning and Automation. In this perspective, while formalisation and algorithms are part of realising simplifications, it is rather the process of Abstraction and simplifying which is central. In 1967, Forsythe explained that one of the reasons the computer is a valuable tool is this capacity to "store the abstractness of the information", be it represented by numbers, letters, punctuation, or in any other way [39]. We can represent anything in a computer, which in turn allows us to comprehend and reflect about the problem or domain that we are addressing.
Take modelling of dynamic systems, such as waves. It is very difficult mathematics, but modelling it computationally is so absurdly simple that a child in fifth-sixth grade can understand the model, enter it, and manipulate it; gaining ownership of it. [...] Reality is always more rich and nuanced than what we represent, both mathematically and computationally. It’s always a map, not a landscape. There is uncertainty in our representation. Then, we can transform as crazy as we want the representation we have, and at some point, we interpret the result.

- Michael E. Caspersen, Int.

Two reflections can be drawn from this centrality of representation. First, CT appears to be connected with understanding the domain that we are aiming to describe computationally. This reminds us of what Perlis highlighted, that is, understanding the computer structure (model) is what allows individuals to transform existing structures and create new ones (modelling) [53]. The computer also has a physical nature which is grounding any abstract work, as Papert pointed out [72]. The computer model can simulate reality without a mathematisation, and this, according to Forsythe the great potential of computer models [39]. Second, the uncertainty in our representations has consequences, as the following excerpts clarify:

[...] a lot of mathematicians and physicists object to computational representations, because that’s not the real stuff - the real stuff is calculus, we live in a continuous world. I have gotten this a lot, and I think that’s one view, but I think computation is a legitimate representational system, and understood appropriately it’s not everything, but most of the understanding I want to convey to students.

- Andrea DiSessa, Int.

This realisation that it is not simply objective that we have modelled in a certain way, and that our decision has resulted in a specific algorithmic solution of our problem. But, the model has chosen something instead of something else - the algorithm does what we ask, and humans are only subjects.

- Tom Nyvang, Int.

4.3 The Automation Perspective

**Figure 6: The Automation Perspective and its related aspects.**

Technological advancements have through generations improved the every day life of people across the world with Automation, that is, by substituting human effort with mechanical, electrical, or computerised elements [70]. Technology has both simplified and completely removed manual workflows in all domains. Sometimes these automations are invisible to the user and sometimes they are actively used concepts. However, these automations are not necessarily available to all, as they may require training. An example of this could be utilising technology such as a bike. Once you are able to utilise this tool, you will greatly reduce travel time from A to B. Yet, you are still required to control and actively turn the wheels using your legs. As you become more confident and faster on your bike, the benefit of the bike increases. The idea of CT being such a tool for Automation is the essence of this perspective as it is concerned with enabling individuals with the capabilities of computational technology.

In this perspective, we see a High computer dependency which bases itself on all aspects. Automation answers the question: how can we use technology to improve the efficiency and/or reliability of something we do or want to do? Alternatively, how can processes be automated by using technology? As in the Reasoning perspective, here algorithms are central again, not only as processes that "describe and transform information" [63], but as an object of study, aiming at pragmatic applications of mathematics to problems [39]:

CT is not about the fact that we, as people, should think like computers, but rather how we should think to formalize it for computers.

- Tom Nyvang, Int.

Here, the computer is seen as a tool that can provide useful automations across all disciplines:

A computational approach to science is simply the way the world is now. Computational biology, computational approaches in physics, [...] 

- Andrea DiSessa, Int.

For me, it’s a set of competencies involved in developing it-artefacts, which are those we typically mention. But, there are a lot of these, until the point in which we code on a computer that might as well, and most often, happen analogously - optionally digitally supported. But here, they are simply cognitive processes which are being supported, akin to when I am being assisted, when I write in Word: It simply happens faster. The cognitive processes, until we code, happen just as well, and sometimes better when done analogously.

- Nina Bonderup Dohn, Int.

In general, there are a lot of ways of automating data, which haven’t got anything to do with programming as such.

- Matti Tedre, Int.

As these last two excerpts show, a large part of Automation is not dependant on the computer. However, while the computer is not necessary for Automation, it is central in modern Automation. As with the bike, when reaching a certain level of awareness, we can utilize information technology as an extension of our mind and use it to manipulate the world, which is also part of the “beauty” to some of the interviewees:

[...] to my personal experiences, when first programming, there’s a type of experience of awe and magic; and delight of constructing things, as Papert says: "Rather
than a computer programming me. I am programming it; the computer becomes my construction material, my sandbox.”

- Dor Abrahamson, Int.

 [...] which to me means programming, in some form or another, in order to think and do things. It requires a certain level of technical competence. It should be easier than current environments, that’s why I am still busy working on our Boxer project. But then it should centrally, kind of, mediate thinking, and intellectual doing for whatever purposes that you have. And it is really important for me the “whatever purposes” you have.

- Andrea DiSessa, Int.

While it is apparent that the computer may be human, the excerpt above provides us with an example of pragmatic capabilities and its influence on our ability of automating something. Properly using computation, will allow us to:

 [...] harness computations for doing all kinds of jobs and tasks.

- Matti Tedre, Int.

The question then becomes if we can automate everything. Is complete Automation possible? Does Automation—using, e.g., AI—remove jobs?

### 4.4 The Empowerment Perspective

Common to the three perspectives explored, is the goal of empowering society; may this be through new ways of reasoning, simplifying complex ideas, or automating tasks. While such ideas are laudable, the perspective of empowering society stretches further than this. It critically examines what it means to be dis-powered, commenting on the consequence of not being able to understand and harness computations. Already towards the end of the 1950s, Snow argued that “Those who don’t understand algorithms, can’t understand how decisions are made” [15]. And this perspective of CT emphasises the governing role which digitisation is assuming:

 [...] I think, when we live in a world, or anybody lives in a world governed by algorithms and information flows that are processed by a computer, we will probably benefit from knowing how that data, those information flows, are being automated, and how they are being processed.

- Matti Tedre, Int.

It is also a perspective which emphasises the need for action and decision; contemplating about our future:

How far can automation take us? Can everything be automated? Is there always something important left over that cannot be automated? Will AI displace more jobs through automation than it generates?

- P. J. Denning (2018) [27].

Consequently, CT becomes a tool to relate critically to the world. However, while this perspective assumes a critical position, it is also a perspective of dreams and ideas of the future. What can CT unlock?

You multiply the quotient by the dividend, and you add the remainder? That’s all algorithms! But our fourth grade teacher never uses that word. And there are so many opportunities for children to learn that what they are doing, is following an algorithm. With that concept, one can liberate the thinking, and I could imagine, even a nine year old’s way of thinking of different algorithms, to solve the same problem.

- Jeannette Wing, Int.

I would say that [CT] is, ultimately, really some kind of word for being able to be a productive participant within the collective practice of doing Computer Science.

- Dor Abrahamson, Int.

The very idea that this may be a new literacy is central to this perspective: A computational literacy. In this sense, CT is strongly education-oriented and it can and should be integrated in the curriculum at all levels of education. The challenge is to establish which skills are related to each level of education.

The reason why it may make sense to take this discussion, is to try to figure out what we really know about this complex of goals for teaching. From my perspective, it would be teaching in primary school, high school, but it could also be the university. It’s about getting people ready for a digital society. [...] The discussion is after all how much and how. So, should we be able—if we point to concrete skills—to program 40 lines of code in Python that are connected? Then there are some which should be able to, and others who shouldn’t.

- Morten Misfeldt, Int.

### 5 DISCUSSION

Based on the presented results, this section proposes a qualitative discussion focusing on two main takeaways from this research.

First, the study revealed that a spectrum of perspectives has always been present in history. In the following, we present a short summary of how the different aspects and perspectives are intertwined and have changed historically.

In the 1950s and through the 1970s, we see the prevalence of a focus on Abstraction, which is considered at the basis of a particular way of thinking, sometimes related to cognitive procedures, sometimes to the specific scientific approach of Computer Science. Kahn (2017) noticed that this way of thinking has been named ‘algorithmic thinking’ in the late 1950s and early 1960s, and translated into CT by Wing’s essay in 2006 [51]. In our analysis, it is evident that Abstraction—with support of Algorithm and Modelling—is at the core of the perspective we named Reasoning. It is also worth noticing that scholars generally associate this perspective with a Low(er) dependency on an electronic computer.

In the 1980s, Papert raised the interest of education around programming languages for children [72]. This historical moment, through the 1990s, can be related to a prevalence in literature of two aspects: Abstraction and Modelling. The idea of CT is grounded here in the possibility of learning about complex systems by experimenting and simulating reality. The computer has a central role for CT, as it allows for both designing models and applying
modelling through Implementation. In our study, the perspective that emerges from the combination of the referred aspects - Abstraction, Modelling, and Implementation - is Simplification. The specificity of this perspective is that it does not suggest a barrier to entry, as its goal is “simplifying” the concepts down to a comprehensible level of the end user. The emergence of a focus on simplifying problems reminds us of the fact that these perspectives on CT are not mutually exclusive. In fact, as we mentioned throughout the paper, Simplification can be considered as part of the other perspectives.

In the 2000s and the 2010s, a new focus on Algorithm is given by the debate around machine learning and the possibility to substitute human decisions with computerised processes, such as speech recognition, image recognition, and ‘intelligent’ robots [51]. It is evident that the possibility to work with the internet and large data-sets is influencing our way of thinking about CT gradually. Informed by a focus on Algorithm, Abstraction and Implementation, CT is increasingly related to Automation. This notion of Automation has its roots in the Greek word automatos - "acting of itself". The name itself was coined by the automobile industry in the 1940s and used to describe their automatic devices in production lines. This perspective underlines the need for training, as a fundamental barrier to the use of an electronic computer.

These results can be related to previous research which has underlined the existence of a stronger focus on computational aspects on one side, versus cognitive aspects on the other [50, 61]. The Reasoning perspective would be closer to the former category, as it is connected with work procedures from Computer Science, while Simplification is closer to the latter category with Psychology-based approaches that give attention to abstraction and problem-solving as composing ‘one way of thinking’ [7]. However, as this study showed, a general procedure to reduce complexity supports both concepts formalisation in Reasoning and processes of Automation at the other pole of the spectrum. This in-between-ness of Simplification makes it compelling to ask a few questions: do we always need to simplify problems in order to solve them? Can all problems be simplified? As few authors underline in their research, a critical standpoint to CT is helpful to answer these questions and to evaluate when and with what purpose the electronic computer is needed. This critical thinking, in connection to CT, could help clarify what could be the greatest contributions of Computer Science in other domains.

A second element of discussion emerging from this study is the overall interest expressed by interviewees for CT as a form of Empowerment. The meaning that is given to empowerment has different nuances in each perspective, as follows.

From the point of view of Reasoning, there is the need to develop a procedure that is helpful in formalising constructs and mechanising computational processes. This entails being exposed to training about the steps that are used in Computer Science to solve problems. It can be inferred that the meaning of CT is thinking logically about computer processes, which is a necessary preparation for life [68]. In this view, empowerment is the development of such a specific mind-set and the focus is given to computing as a central field that influences all other fields.

From the point of view of Simplification, it is important to understand how to transform reality through representation, and what the consequences of this process are. Subjectivity comes into play in the CT process, and Empowerment is related to thinking critically about the outcomes of a subjective representation of reality. In this sense, CT empowers citizens for complex problem solving [49], but also towards the understanding of values and cultures embedded in technology [14].

Finally, from the point of view of Automation, Empowerment means knowing how to work with electronic computers both efficiently and ethically. The emphasis here is not so much on specific computational processes, but rather on human-computer interaction and societal reflections [88], participatory design [9, 52], and prototyping as a tool to sustain and scale automated processes [46]. In recent years, it has become increasingly clear that creating and deploying digital technology is not as innocuous as once thought. Digital artifacts always impact the real world in intended, but also unintended ways. People need an understanding of this; and society needs rules for this. People need competences in order to partake in the democratic process of negotiating the rules for our future common digital infrastructure and technology.

Despite the different takes on the conceptualisation of CT, this additional perspective that we named Empowerment seems to be a common purpose embedded in all the other three. In many ways, literacy could be used as a synonymous of Empowerment, which can be problematic in terms of finding a clear and generalised definition of CT:

But, there is always this risk that when you try to market CT to broader audiences, you reach a bit too far and promising a bit too much. That is the risk; but every description, I know, runs either on risk of being too niche, for computing only; or, being unmarketable. [31] argue that what distinguishes CT from literacy is the understanding of ‘thinking’ as merely abstract thinking, from ‘thinking-with’ objects and artefacts. This focus on the materiality of CT can be a further step in the development of theories that consider the interaction with specific computational ‘objects’ to develop specific skills for the twenty-first century.

6 CONCLUSION

Through a preliminary literature review, which was used as the input for interviews with eight prominent scholars, this study has revealed that theoretical perspectives on CT can be based on very different purposes and procedures, which inform both scientific research and educational policies implementation. Nevertheless, most of the retrieved publications on CT do not refer to an explicit perspective or conceptualisation. Such a lack of theoretical grounding might lead to a confusion of goals and objectives of proposals based on the achievement of CT, and to a variety of practices that are mainly informed by practitioners’ subjective understandings.

On the other hand, when a theoretical perspective is mentioned in the examined literature on CT, it is often based on an argument to prove that some emphasis should be given either to the ‘computational’ element or to the ‘thinking’ element. The attempt of this study was to focus on these perspectives as complementary ways...
to understand the concept of CT. In fact, a third one has emerged from the document analysis and the interviews, one that has critical thinking at its core, in order to evaluate when and for what purpose it is necessary to automate human processes. Building on these results, future research might find other perspectives that are related to the ones presented in this paper.

Furthermore, this study has shown that an attention on skills and competences related to CT is generalised by most of the examined authors, even when defending different perspectives. In some cases, **Empowerment** was also expressed as literacy [30]. Further research is needed in this respect, to clarify the theoretical and practical differences of working with CT and/or/as computational literacy [75].

In conclusion, we advocate for an open and interdisciplinary dialogue between researchers championing different perspectives on CT. We suggest that this dialogue could start from the (overlapping) aspects that compose the concept of CT and define it in different ways. In fact, far from being mutually exclusive, these common aspects balance CT goals and practices in a complementary way. Placed on a spectrum that shows their dependency towards the electronic computer, they offer perspectives that can lead to different activities, learning styles, teaching methods, and policies.

It is worth further exploring what skills are related to each perspective, how they can be developed by youth in the twenty-first century, and what is the specific purpose of each proposed activity. It is our hope that this would provide a starting point for:

> [...] a deep conversation, to the point where we could make some decisions about ways to go.

- Andrea DiSessa, Int.
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