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Abstract

Boolean Expression Diagrams (BEDs) is a new data structure for representing and manipulating Boolean functions. BEDs are a generalization of Binary Decision Diagrams (BDDs) that are capable of representing any Boolean circuit in linear space and still maintain many of the desirable properties of BDDs.

This paper demonstrates that BEDs are well suited for solving the combinational logic-level verification problem which is, given two combinational circuits, to determine whether they implement the same Boolean functions. Based on all combinational circuits in the ISCAS 85 and LGSynth 91 benchmarks, we demonstrate that BEDs outperform both standard BDD approaches and the techniques specifically developed to exploit structural similarities for efficiently solving the problem.

1 Introduction

The combinational logic-level verification problem is to determine whether two given combinational circuits implement the same Boolean function. Let $f$ and $g$ represent the Boolean functions of the two combinational circuits. Clearly, verifying that $f = g$ is an instance of \textsc{tautology} which is a well-known co-NP-complete problem [11]. The traditional approach to proving such a tautology is to build the Reduced Ordered Binary Decision Diagram [4] (ROBDD) for $f$ and $g$, and then check that the ROBDDs are identical. Due to the canonicity of ROBDDs, it is efficient to check whether the ROBDD for $f$ is equal to that of $g$. However, there are two main problems with the ROBDD approach. One problem is that the size of the ROBDDs for $f$ and $g$ may become very large. For example, it can be shown that the multiplication function has no sub-exponential ROBDD representation. The other problem is that ROBDDs cannot exploit structural similarities between the two Boolean circuits. As a worst case scenario, consider the case where the two circuits are identical. In this case, the full ROBDD for both $f$ and $g$ is constructed before the identity of the circuits is verified. In typical applications, one circuit is obtained from the other, so it is essential to be able to exploit structural similarities in order to perform an efficient tautology check.
This paper suggests an alternative data structure called Boolean Expression Diagrams (BEDs). BEDs are an extension of BDDs that allow any Boolean circuit to be represented in linear space, i.e., BEDs are exponentially more succinct than BDDs, and furthermore BEDs can recognize and share identical sub-expressions. These properties make BEDs a promising data structure for solving the combinational logic-level verification problem. In this paper, we will support this claim by verifying all combinational circuits in the ISCAS 85 and LGSynth 91 benchmarks. In most cases, the BED approach outperforms all existing techniques.

1.1 Related Work

BEDs are closely related to a new way of constructing ROBDDs, called MORE [13, 14]. MORE is based on the observation that the BDD for \( f \lor g \) can be constructed by introducing a new variable \( x \) and implicitly existentially quantify \( x \) since \( \exists x.x \rightarrow f, g = f \lor g \). MORE constructs the BDD by moving \( x \) towards the terminal vertices using the level exchange operation [10]. BEDs can be seen as extending this idea to allow arbitrary operators and allowing these operators to remain in the graph. This makes it possible to include operator reduction rules and develop new ROBDD synthesis algorithms (e.g., \textit{up\_one}) which are essential for obtaining the runtimes presented in this paper.

Other extensions of ROBDDs include using other types of decomposition rules [9, 15], relaxing the variable ordering restriction [12, 22], and extending the domains and/or codomains to integers instead of Booleans [2, 5, 7]. However, none of these extensions are powerful enough to represent all Boolean circuits in polynomial space, and thus, they are all exponentially less compact than BEDs.

Several methods have been developed for solving the logic-level verification problem efficiently by exploiting structural similarities between the two circuits to be verified. These techniques all attempt to identify equivalent nodes in the two circuits. Brand [3] uses a test generator for determining whether one node can replace another while Kunz et al. [16, 17, 18, 20] use a technique called recursive learning to derive equivalences between nodes. BEDs only have a limited capability to find such equivalences (since only simple operator reduction rules are included) but still the performance of BEDs is significantly better. BEDs would benefit from information about equivalent nodes. This would immediately reduce the size of the BED and make possible even further identifications of nodes.

Finally, Eijk and Janssen [23] discuss how structural similarities can be exploited when using ROBDDs. The technique is similar to Brand's [3] but uses ROBDDs instead of a test generator to determine whether two internal nodes are equivalent.

1.2 Overview

The paper is organized as follows. Section 2 presents the BED data structure and gives a short overview of the algorithms used to show that a BED is a tautology. Section 3 describes the experimental results, verifying a large number of combinational circuits from the ISCAS 85 and LGSynth 91 benchmarks. Finally, section 4 summarizes the contributions of this paper.

2 Boolean Expression Diagrams

This section gives a brief introduction to BEDs. For a detailed description, see [1].
2.1 The BED Data Structure

A BED is a BDD extended with operator vertices, that is, a BED is a directed acyclic graph with three types of vertices: A terminal vertex \( v \) has as attribute a value \( \text{value}(v) \in \{0, 1\} \), a variable vertex \( v \) has as attributes a variable \( \text{var}(v) \), and two children \( \text{low}(v) \) and \( \text{high}(v) \), and an operator vertex \( v \) has as attributes a binary Boolean operator \( \text{op}(v) \), and two children \( \text{low}(v) \) and \( \text{high}(v) \).

Variable vertices correspond to the if-then-else operator \( x \rightarrow f_1, f_0 \) defined by \[
x \rightarrow f_1, f_0 = (x \land f_1) \lor (\neg x \land f_0).
\]

Operator vertices correspond to their respective Boolean connectives. Figure 1 shows the BED for the equation \[
(x \lor y \lor z) \land (x \lor y) \Leftrightarrow (x \lor y).
\]

The low-edges are drawn using dashed lines and all edges are implicitly directed downwards. Notice that vertices representing the same Boolean sub-function are shared.

![Figure 1: A BED for a simple equation.](image)

There is a straightforward linear size transformation from combinational circuits to BEDs: Each input \( x \) is replaced by a variable vertex \( u \) with \( \text{var}(u) = x \) and each \( k \)-input gate is replaced by a tree of \( k - 1 \) operator vertices encoding the Boolean function of the gate.

We observe that BEDs are exponentially more succinct than ROBDDs. An example of this is the multiplier function. Bryant [4] showed that for all orderings, the multiplier function requires ROBDDs of exponential size. However, since there are combinational circuits implementing this function using only a quadratic number of gates [8] (and even less), there exists a BED of this size representing it.

2.2 BED construction

BED nodes are created by a constant-time operation \( \text{mk} \). A call to \( \text{mk} \):

\[
v \leftarrow \text{mk}(\alpha, l, h)
\]

returns a BED vertex \( v \) with “tag” \( \alpha \) (either \( \text{op}(v) \) or \( \text{var}(v) \)), low-child \( l \) and high-child \( h \). This function makes sure that no redundant vertices are created, i.e., two vertices representing isomorphic sub-BEDs and vertices that are unnecessary for obvious reasons.
For operator vertices one can add more checks in order to reuse vertices, thereby reducing the size of the BED. An immediate optimization is to extend \( mk \) to look for operator vertices that differ from the one wanted only by exchanging low and high, by a negation, or by a combination of both.

Going a step further, considering two vertices at a time, we can eliminate all negations below binary operators since for all binary operators \( op \) there exists another operator \( op' \) with \( op'(x, y) = op(-x, y) \).

Finally, taking the identity of vertices into account allows us to exploit equivalences like the absorption laws, e.g., \( x \lor (x \land y) = x \). There are \( 16^n \) combinations of \( n \) binary Boolean operators, thus it is feasible to tabulate them all for \( n \) up to three or four. Choosing \( n = 3 \) seems like a natural choice since such a table would include equivalences such as the distributive laws. These reductions are essential for the performance of the BED verification since they allow non-isomorphic sub-graphs to be identified.

### 2.3 BED operations

It is easily seen that a BDD is simply a BED without operators. This suggests a strategy for converting BEDs into ROBDDs: gradually eliminate the operators, keeping all the intermediate BEDs functionally equivalent. We have developed two very different ways of operator elimination.

The first elimination algorithm, \( up\_one(x, u) \), pulls a single variable \( x \) up to the root \( u \) using a sequence of \( up \)-steps. Let \( op \) be an arbitrary binary Boolean operator, let \( x \) be a Boolean variable, and let \( f_i \) and \( f'_i \) \((i = 0, 1) \) be arbitrary Boolean expressions. It is simple to verify that

\[
(x \to f_1, f_0) \ op \ (x \to f'_1, f'_0) = x \to (f_1 \ op \ f'_1), (f_0 \ op \ f'_0).
\] (1)

This identity,\(^1\) illustrated in figure 2, is used to move the variable \( x \) above the operator \( op \). Repeatedly using \( up\_one(x, u) \), we can move all variables up past all the operators, which makes the operators disappear (they get evaluated at the terminal vertices). The run-time of \( up\_one(u, x) \) is linear in the size of the BED rooted at \( u \). \( Up\_one \) has some distinct properties. In fortunate cases, a BED is converted into an ROBDD after moving just a few variables up. In this process, equivalent sub-BEDs, potentially containing operator vertices, are identified. This is quite unlike traditional ROBDD construction where all operators are converted in depth-first order into ROBDDs. In particular, an ROBDD is

\(^1\)Equation (1) also holds if the operator vertex \( op \) is a variable vertex. In that case, the \( up \) operation is identical to the level exchange operation [10] typically used in ROBDDs to dynamically change the variable ordering [21].
constructed for each sub-expression. If the result is small and the intermediate ROBDDs are large, \texttt{up\_one} could be an attractive alternative.

The other elimination algorithm, \texttt{up\_all}(u), is a generalization of Bryant’s \texttt{apply} operator. Construction of ROBDDs from a Boolean expression using recursive calls of \texttt{apply} suggests a bottom up conversion of BEDs into ROBDDs. \texttt{Up\_all}(u) mimics recursively applying \texttt{apply}: given two BDDs \emph{l} and \emph{h},

$$\texttt{up\_all} (\texttt{mk}(\texttt{op}, \emph{l}, \emph{h})) = \texttt{apply}(\texttt{op}, \emph{l}, \emph{h}).$$

The running time of \texttt{up\_all} is bounded by a constant factor of \texttt{apply}, and recent research [14] suggests that \texttt{up\_all}(u) in practice is more efficient than \texttt{apply}.

3 Experimental Results

We demonstrate the efficiency of the BED data structure by verifying a number of combinational logic circuits. We verify circuits from the ISCAS 85 and LGSynth 91 benchmarks\textsuperscript{2}. All runtimes are reported in CPU seconds for a Sun Ultra-SPARC 1 with 256 MB of memory. The total number of BED vertices \(N_{\text{total}}\) used for the verification is also reported. In a few examples (marked with \(\dagger\)), garbage collection is used to reuse memory, and in those cases the number \(N_{\text{total}}\) represents the maximum rather than the total number of BED vertices. The C source code for the used BED package and the benchmark circuits with scripts to verify them can be obtained from \url{http://www.it.dtu.dk/~henrik/bed/}.

Multi-level combinational circuits are much harder to verify than two-level circuits. We ran all 40 two-level circuits in the LGSynth 91 benchmark through the \texttt{espresso} optimization program and verified the result against the original description. The verification takes less than one CPU second for each of the 40 circuits. Thus, in the following we only report results for multi-level combinational circuits.

In carrying out the experiments, we used the following strategy to prove (or disprove) equivalence of two outputs: \texttt{up\_all} was used on an arbitrary variable ordering. If this failed, we used \texttt{up\_one} for each variable in the support of the output. The sequence of these variables were determined in the order they are encountered during a depth-first search from the output.

3.1 ISCAS 85 Benchmarks

Nine of the combinational circuits in the ISCAS 85 benchmark suite exist in a redundant and a non-redundant version. We consider the problem of determining whether these two versions implement the same functionality, corresponding to an equivalence check for each pair of outputs. The results are shown in table 1. It is observed that except for c3540, all circuits are verified in only a few CPU seconds and using less than half a million BED nodes, which is less than 12 MB of main memory.

Kunz et al. [18] have run the same verification on a comparable machine (a Sun SPARC 10) using a technique based on recursive learning combined with ROBDDs. The second to last column in table 1 shows the ratio between the running times of their technique (denoted CPU\textsuperscript{[18]}) to the BED runtimes. The results obtained using BEDs are up to three orders of magnitude better and BEDs perform relatively better on the larger circuits. The last column of table 1 shows the ratio between the runtimes of the most recent approach based on recursive learning [20] (denoted CPU\textsuperscript{[20]}) and the BED

\textsuperscript{2}Available from \url{http://www.cbl.ncsu.edu/}
Table 1: Experimental results for verifying equivalence of the redundant and non-redundant circuits in the ISCAS 85 benchmark. ‘In’ and ‘Out’ denotes the number of primary inputs and outputs, respectively, and ‘Gates’ is the total number of logic gates in the two circuits. $N_{\text{total}}$ is the total number of BED nodes used in the verification and ‘CPU’ is the runtimes in seconds for the BED approach.

<table>
<thead>
<tr>
<th>Circuits</th>
<th>In</th>
<th>Out</th>
<th>Gates</th>
<th>$N_{\text{total}}$</th>
<th>CPU $[s]$</th>
<th>CPU[18]/CPU</th>
<th>CPU[20]/CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>c432, c432nr</td>
<td>36</td>
<td>7</td>
<td>316</td>
<td>28259</td>
<td>0.5</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td>c499, c499nr</td>
<td>41</td>
<td>32</td>
<td>403</td>
<td>234103</td>
<td>2.7</td>
<td>0.7</td>
<td>7.1</td>
</tr>
<tr>
<td>c499, c1355</td>
<td>41</td>
<td>32</td>
<td>748</td>
<td>467823</td>
<td>6.3</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>c1355, c1355nr</td>
<td>41</td>
<td>32</td>
<td>1091</td>
<td>492741</td>
<td>5.6</td>
<td>1.0</td>
<td>3.6</td>
</tr>
<tr>
<td>c1908, c1908nr</td>
<td>33</td>
<td>25</td>
<td>1757</td>
<td>429422</td>
<td>4.8</td>
<td>2.0</td>
<td>4.6</td>
</tr>
<tr>
<td>c2670, c2670nr</td>
<td>233</td>
<td>140</td>
<td>2153</td>
<td>26011</td>
<td>0.7</td>
<td>227.6</td>
<td>87.1</td>
</tr>
<tr>
<td>c3540, c3540nr</td>
<td>50</td>
<td>22</td>
<td>3288</td>
<td>427323</td>
<td>127.0</td>
<td>0.5</td>
<td>2.2</td>
</tr>
<tr>
<td>c5315, c5315nr</td>
<td>178</td>
<td>123</td>
<td>4604</td>
<td>45138</td>
<td>1.5</td>
<td>248.5</td>
<td>126.7</td>
</tr>
<tr>
<td>c6288, c6288nr</td>
<td>32</td>
<td>32</td>
<td>4814</td>
<td>8759</td>
<td>0.7</td>
<td>30.7</td>
<td>57.1</td>
</tr>
<tr>
<td>c7552, c7552nr</td>
<td>207</td>
<td>108</td>
<td>6908</td>
<td>329717</td>
<td>6.3</td>
<td>886.2</td>
<td>65.4</td>
</tr>
</tbody>
</table>

runtimes. Compared to this approach, BEDs perform close to two orders of magnitudes better on the larger examples.

The circuit c6288 implements a 16-bit multiplier. It is interesting to note that due to the exponential growth of the size of an ROBDD representation of multipliers [4], the straightforward approach of building and comparing the ROBDD for the two circuits c6288 and c6288nr is provably infeasible. The ROBDD representation of a 15-bit multiplier uses more than 12 million vertices [19] and this number is approximately 2.7 times larger for each additional bit in the operands. This clearly demonstrates the effectiveness of up_one.

Some of the original non-redundant circuits in the ISCAS 85 benchmark were incorrect [17], i.e., the non-redundant version was not functionally equivalent to the redundant version. Table 2 reports the runtimes of the BED approach to determine non-equivalence. The reported CPU times are for finding all errors. It is noticed that although it does take longer to prove non-equivalence, the runtimes are still reasonably small.

Table 2: Experimental results for showing non-equivalence of the redundant and non-redundant circuits in the ISCAS 85 benchmark. $N_{\text{error}}$ is the number of outputs that are non-equivalent. $N_{\text{total}}$ is the total number of BED nodes for the verification.

<table>
<thead>
<tr>
<th>Circuits</th>
<th>$N_{\text{error}}$</th>
<th>$N_{\text{total}}$</th>
<th>CPU $[s]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1908, c1908nr_old</td>
<td>1</td>
<td>411212</td>
<td>5.4</td>
</tr>
<tr>
<td>c2670, c2670nr_old</td>
<td>6</td>
<td>146473</td>
<td>4.8</td>
</tr>
<tr>
<td>c3540, c3540nr_old</td>
<td>3</td>
<td>3189370</td>
<td>541.8</td>
</tr>
<tr>
<td>c5315, c5315nr_old</td>
<td>29</td>
<td>189854</td>
<td>12.9</td>
</tr>
<tr>
<td>c7552, c7552nr_old</td>
<td>28</td>
<td>335672</td>
<td>17.7</td>
</tr>
</tbody>
</table>
3.2 The LGSynth 91 Benchmarks

By construction, the redundant and non-redundant versions of the ISCAS 85 benchmark circuits have many structural similarities. To test the verification strategy on a broader range of examples, we consider the 76 combinational multi-level circuits from the LGSynth 91 benchmark. These circuits are described in the technology independent format BLIF (Berkeley Logic Interchange Format). Using SIS from Berkeley, the circuits are mapped to a gate library (msu.genlib). The first verification problem is to verify that this mapping is correct. Then the circuits are optimized with respect to area using the SIS script script.algebraic. The second verification problem is to prove that the mapped and the optimized circuits are equivalent. Due to the nature of the mapping and optimization steps, we expect that the circuits differ in structure considerably more than the ISCAS 85 circuits. For most of the circuits, the two verification problems are solved in just a few seconds of CPU time when using BEDs. Out of the 76 circuits, 65 circuits can each be verified in less than 5 CPU seconds. The remaining 11 circuits are harder to verify. The results for these circuits are shown in table 3.

Table 3: Multi-level combinational circuits from LGSynth 91 that take more than 5 CPU seconds to verify. The columns ‘In’ and ‘Out’ show the number of inputs and outputs, respectively. The columns ‘Orig’, ‘Map’ and ‘Opt’ show the number of gates in the original, mapped and optimized circuit, respectively. CPU\textsubscript{map} is the CPU time in seconds to verify the equivalence of the original circuit and the mapped circuit. CPU\textsubscript{opt} is the CPU time in seconds to verify the equivalence of the mapped circuit and the optimized circuit.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>In</th>
<th>Out</th>
<th>Orig</th>
<th>Map</th>
<th>Opt</th>
<th>N\textsubscript{total}</th>
<th>CPU\textsubscript{map} [s]</th>
<th>N\textsubscript{total}</th>
<th>CPU\textsubscript{opt} [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C499</td>
<td>41</td>
<td>32</td>
<td>202</td>
<td>225</td>
<td>197</td>
<td>509873</td>
<td>7.8</td>
<td>518142</td>
<td>7.7</td>
</tr>
<tr>
<td>C1355</td>
<td>41</td>
<td>32</td>
<td>546</td>
<td>493</td>
<td>263</td>
<td>696921</td>
<td>10.7</td>
<td>894122</td>
<td>12.8</td>
</tr>
<tr>
<td>C1908</td>
<td>33</td>
<td>25</td>
<td>880</td>
<td>327</td>
<td>240</td>
<td>696921</td>
<td>10.2</td>
<td>894122</td>
<td>12.7</td>
</tr>
<tr>
<td>C3540</td>
<td>50</td>
<td>22</td>
<td>1669</td>
<td>742</td>
<td>602</td>
<td>6404865\textdagger</td>
<td>562.2</td>
<td>5729413\textdagger</td>
<td>327.1\textdagger</td>
</tr>
<tr>
<td>C5315</td>
<td>178</td>
<td>123</td>
<td>2307</td>
<td>1160</td>
<td>838</td>
<td>3536016\textdagger</td>
<td>42.4</td>
<td>4211313\textdagger</td>
<td>68.6</td>
</tr>
<tr>
<td>C6288</td>
<td>32</td>
<td>32</td>
<td>2416</td>
<td>2325</td>
<td>2067</td>
<td>4754</td>
<td>0.9</td>
<td>Out of memory</td>
<td></td>
</tr>
<tr>
<td>C7552</td>
<td>207</td>
<td>108</td>
<td>3512</td>
<td>1627</td>
<td>1191</td>
<td>383597</td>
<td>18.4</td>
<td>439626</td>
<td>46.3</td>
</tr>
<tr>
<td>des</td>
<td>256</td>
<td>245</td>
<td>926</td>
<td>2516</td>
<td>2082</td>
<td>976767</td>
<td>13.1</td>
<td>1016780</td>
<td>18.3</td>
</tr>
<tr>
<td>i10</td>
<td>257</td>
<td>224</td>
<td>2497</td>
<td>1504</td>
<td>1288</td>
<td>1642547\textdagger</td>
<td>385.7</td>
<td>1623388\textdagger</td>
<td>413.5</td>
</tr>
<tr>
<td>rot</td>
<td>135</td>
<td>107</td>
<td>243</td>
<td>429</td>
<td>414</td>
<td>494342</td>
<td>10.6</td>
<td>317674</td>
<td>6.7</td>
</tr>
<tr>
<td>too_large</td>
<td>38</td>
<td>3</td>
<td>43</td>
<td>478</td>
<td>228</td>
<td>345849</td>
<td>6.2</td>
<td>294493</td>
<td>4.2</td>
</tr>
</tbody>
</table>

*We were unable to verify one of the outputs due to lack of memory.

3.3 Using Substitutions

Substitution (also called composition) is a standard operation of Boolean functions. The substitution operation replaces all occurrences of a variable $x$ in a formula $f$ with an expression $\varphi$. This operation can be represented directly in the BED data structure by using an operator vertex $v$ with $\text{var}(v)$ equal to $x$, $\text{low}(v)$ pointing to $f$ and $\text{high}(v)$ pointing to $\varphi$. The substitution operator vertices can be eliminated like any other operator in the BED by pulling the variables up past the operators. An operator is eliminated either when it meets a variable vertex $x$ or when it reaches terminal vertices. However, one need not immediately eliminate the substitution vertices. Keeping them in the BED
allows efficient reuse of sub-expressions. Consider the BED in figure 3. If the vertices

\[ \begin{array}{c}
\phi \\
\downarrow \\
x := x \\
\downarrow \\
f
\end{array} \]

\[ \begin{array}{c}
\phi \\
\downarrow \\
x := x' \\
\downarrow \\
f'
\end{array} \]

\[ f \quad \varphi \quad f' \]

**Figure 3:** A BED containing substitution operators. The low-edge (dotted) points to the expression in which \( x \) is to be substituted with \( \varphi \).

\( f \) and \( f' \) are identified at some point in the manipulations, the bi-implication is proven immediately, *without* actually performing the substitution.

This can be used to take advantage of a hierarchy in the logic description. Consider a circuit with two instances of a sub-circuit ‘cell’, see figure 4 (a). Instead of flattening the hierarchy, the two instances of ‘cell’ are represented in the BED data structure using substitutions, see figure 4 (b). This information can greatly improve the performance when verifying large hierarchical circuits. We demonstrate this by verifying equivalence between two implementations of \( n \)-bit multipliers. A combinational \( n \)-bit multiplier can be constructed using four \( n/2 \)-bit multipliers. The four multipliers each compute partial products which are shifted and added to form the result. In this way we build two versions of hierarchically specified \( n \)-bit multipliers based on the 16-bit multipliers \( c6288 \) and \( c6288\text{nr} \). The results of verifying equivalence between these two versions for \( n \) up to 1024 are shown in table 4. Since verifying equivalence of \( c6288 \) and \( c6288\text{nr} \) is very efficient (see table 1) verification of larger multipliers is only limited by the number of substitutions (which is quadratic in \( n \)).

**Figure 4:** (a) Two instances of a sub-circuit ‘cell’. (b) Representing the same circuit using substitutions.

4 Conclusion

We have demonstrated that the BED data structure for representing and manipulating Boolean expressions is effective for solving the combination logic-level verification problem.

BEDs can be seen as an intermediate form between circuits and the highly structured ROBDDs. Although not presented here, the BED data structure is *simpler* than the ROBDD data structure and the algorithms operating on BEDs are at least as efficient as those operating on ROBDDs, making BEDs applicable in all applications using ROBDDs.
Table 4: Verifying equivalence of hierarchically specified n-bits multipliers. ‘Ops’ is the number of ordinary operator vertices in the BED specification and ‘Subst’ is the number of substitution vertices.

<table>
<thead>
<tr>
<th></th>
<th>Ops</th>
<th>Subst</th>
<th>(N_{\text{total}})</th>
<th>CPU [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6505</td>
<td>8192</td>
<td>26665</td>
<td>1.6</td>
</tr>
<tr>
<td>64</td>
<td>9827</td>
<td>40960</td>
<td>75070</td>
<td>3.1</td>
</tr>
<tr>
<td>128</td>
<td>16447</td>
<td>172032</td>
<td>270275</td>
<td>8.6</td>
</tr>
<tr>
<td>256</td>
<td>29783</td>
<td>696320</td>
<td>1.05 (\times) 10^6</td>
<td>29.5</td>
</tr>
<tr>
<td>512</td>
<td>56401</td>
<td>2793472</td>
<td>4.19 (\times) 10^6</td>
<td>119</td>
</tr>
<tr>
<td>1024</td>
<td>109643</td>
<td>11192080</td>
<td>14.3 (\times) 10^6</td>
<td>408</td>
</tr>
</tbody>
</table>

BEDs are particularly useful in applications where the end-result as a reduced ordered BDD is small, for example, for tautology checking. Another area that may benefit from using the BED representation is symbolic model checking. Several researchers have observed that when performing fixed-point iterations using ROBDDs, the intermediate results are often much larger than the final result. Clearly, the succinctness of BEDs compared to BDDs can alleviate this problem. This is possible because all operations used in performing the fixed-point computation can be performed directly on the BED without first expanding it to an ROBDD. In fact, many of the tricks researchers have used to make ROBDDs more efficient are embodied in BEDs. For example, Burch, Clarke, and Long [6] demonstrated that the complexity of BDD-based symbolic verification is drastically reduced by using a partitioned transition relation where the transition relation is represented as an implicit conjunction of ROBDDs. This corresponds to representing the transition relation as a BED with conjunction vertices at the top level and only lifting the variables up to just under these vertices.
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